AN INTRODUCTION
TO THE ECONOMICS
OF INFORMATION
INCENTIVES AND CONTRACTS

Second Edition

Inés Macho-Stadler
J. David Pérez-Castrillo

Translated by Richard Watt

OXFORD

UNIVERSITY PRESS




PREFACE

The economics of information is possibly the area of economic theory that has
evolved most over the past fifteen years. Developed in parallel with the new
economics of Industrial Organization, its importance and applications have
grown spectacularly. Its objective is to study the situations in which agents
attempt to overcome their ignorance about some relevant information by
taking decisions designed to acquire new information or to avoid some of
the costs of their ignorance. When the information is asymmetrically dis-
tributed among agents, these decisions involve the designing of contracts
intended to provide incentives and/or to induce the revelation of private in-
formation.

This book considers situations in which asymmetric information exists in a
contractual relationship, that is to say, in which one participant knows some-
thing that another doesn’t. We analyse three important themes: moral hazard,
adverse selection, and signalling. The models in which these themes are studied
allow us to explain a large number of economic situations, even though we do
not analyse all the economic themes related to information. Our choice is
based on the idea of looking at only a few themes but in enough depth for our
readers to acquire a certain independence.

The book is organized in the following way. There are five chapters, the last
three being dedicated to the above-mentioned themes. In Chapter 2 we present
the symmetric information situation, the reference model, which serves as a
necessary starting-point to understand the effects of each of the informational
problems that follow. This chapter presents a base model in which the differ-
ent problems are analysed. The homogeneous nature of this model has the
advantage of allowing the results to be compared in a simple and natural way.
The book begins with an introduction, in which the themes to be studied are
presented together with several examples that show how the economics of in-
formation can be of interest.

Besides the examples contained in the principal text, each chapter has de-
tailed applications of the models and their results. In these supplements, we
present simple models with clear economic messages relating to interesting,
and current themes (finance, insurance, technology transfer, firm regulation,
public subsidies, etc.). Often, an application is a simplified version of an article
published in a scientific journal and can be read quite independently from the
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main text of the chapter. This could be useful to those who prefer to begin each
theme with a rigorously presented example.

Each chapter also contains exercises of varying difficulty, in order that the
student can keep track of his level of learning, as well as serving as a comple-
ment to the text. Exercises of particular difficulty are marked with an asterisk.
It is never easy to know if the best strategy from an instructor’s point of view is
to include the solutions to the exercises in the same text or not. Since the exer-
cises are often non-conventional, we have decided to include the solutions at
the end of the book. Finally, the more formal aspects of each chapter are rele-
gated to complementary material sections.

The book is designed to be a one-semester undergraduate course, or to be a
support text for a doctorate course on the subject. For this reason, we were un-
able to resist the temptation to include in the three central chapters sections on
advanced themes. These sections do not present new models, but rather are de-
signed to be a reading guide that we hope will be useful to the interested reader
and that can be ignored for introductory courses.

With respect to the required background knowledge to be able to follow this
introductory course on the Economics of Information, students who have
done basic courses of maths and micro-economics should find no difficulties
in following this book. The text is careful in its treatment of the solutions to
constrained maximization problems, but to resolve any doubts on the theory
of maximization we include a short appendix on the Kuhn—Tucker method.
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INTRODUCTION

Summary

The economics of information is centred on a fundamental aspect of contractual rela-
tionships: the effect on the contractual format when one party has, or will have, an
informational advantage over the other. Aside from this characteristic, the only inter-
esting cases are when the participants have opposing objectives. In all our models, one
of the participants, the principal, has all the bargaining power.

Different types of models appear when the informational asymmetry arises. We have
amoral hazard problem when the informational asymmetry arises after the contract
has been signed. There is an adverse selection problem when the agent has relevant
private information before the contract is signed. Finally, a signalling situation occurs
when the informed party is able to reveal private information via individual behav-
iour before the agreement is formalized.




Introduction

1.1 Introduction

It has happened to us all at one time or another, while at a professional office
you don’t receive the service you expected. Sometimes there are long queues
while the employees can be seen happily chatting away to each other, or talking
on the phone to friends or relatives about their personal affairs. Often, in such
a situation, someone will comment: ‘it’s obvious that their wages do no depend
on how many clients they serve. Behind these words is a criticism of the lack of
incentives that is often present in certain contractual arrangements, such as
bureaucratic labour contracts.

In some contracts, the central characteristic appears to be linked to the
inclusion or exclusion of incentives. In other cases, the main feature is some-
thing else. In fact, the contracts that we can observe in everyday economic life
are extremely varied, and hence a valid and interesting question to ask our-
selves is exactly which type of contract should go with each particular circum-
stance.

One particular type of contract that we all may have been interested in at
one time or another is that offered by automobile insurance companies. Motor
car insurance is of two basic types. The client is generally offered a choice
between a contract under which the insurance company pays the entire cost of
any claim, and a much cheaper one, called a voluntary excess contract, under
which the insurance company is liable only for that part of a claim over and
above a stipulated amount. Different types of driver are interested in different
types of coverage, and so the company offers various types of policy and lets
each client choose the contract that he prefers.

In other cases the contract has other properties. An agreement is offered
only to those who comply to certain characteristics, and the payment offered
varies according to these characteristics. For example, it is usual to find in the
situations vacant section of the newspaper adverts to the effect: ‘Recent gradu-
ate required for new position in local firm), without actually specifying the
degree type. It may seem strange that the employer is only interested in a
graduate, rather than in what subject he qualified in, especially as going
through the rituals of a university degree does not appear to prepare a person
for any particular job.

The preceding situations are examples of those that will be studied in this
book. We will be interested in the theory of contracts under asymmetric
information, a theory that analyses the characteristics of optimal contracts and
the variables that influence these characteristics, according to the behaviour
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and information of the parties to the contract. This will allow us to tackle ques-
tions such as: Should the employees of an office be paid a fixed amount, or
should they receive some part of the profits of the firm? Or why does an insur-
ance company offer several types of policy, one of which has a voluntary excess
clause? Or what is the sense of a situations vacant advert in which the only
relevant characteristic is being a graduate, without any reference to a specific
subject? The answers to these, and many other questions, depend on the situ-
ation at hand. Our objective is to identify the characteristics of the relationship,
especially those relevant to the distribution of information that may be
important in answering these questions, and to analyse the contract format
that should correspond to each particular situation.!

In this introduction we will attempt to clarify some of the most important
concepts, and to present the type of situation that we intend to analyse. To this
end, we begin by presenting the basic elements of the problem.

1.2 The Elements of the Problem

Assume a bilateral relationship in which one party contracts another to carry
out some type of action or to take some type of decision. We will refer to the
contractor as the principal, and the contractee as the agent.2 Both principal and
agent could be individuals, institutions, organizations, or decision centres. We
could take, as an example, the relationship between the shareholders of a firm
(the principal) and the firm’s manager (the agent).

The objective of the contract is for the manager to carry out actions on
behalf of the principal. In our previous example, the manager is contracted to
run the principal’s firm. The contract signed by both parties will specify the
payments that the principal will pass on to the agent (later on we will consider
what these payments will depend on). We shall assume that it is always the
principal that designs the contract, and then offers it to the agent, who, after
having studied the terms of the contract, must decide whether or not to sign it.
The agent will accept the principal’s contract whenever the utility obtained
from it is greater than the utility that the agent would get from not signing. We

1 Other books analysing asymmetric information situations, or including chapters on this theme,
are e.g. Rasmusen (1987), Laffont (1989), Kreps (1990), Milgrom and Roberts (1992), and Mas-
Colell, Whinston, and Green (1995).

2 We could have used ‘contractor’ and ‘contractee’, ‘leader’ and ‘follower’, or ‘master’ and ‘mastered’,
but we have preferred to maintain the terminology that the reader will habitually find in the literature.
We also note that, in adherence to a historical custom, we refer to the principal with the feminine pro-
noun ‘she’ and to the agent with the masculine ‘he’.

4

introduction

refer to this utility level as reservation utility. We do not permit that the agent
makes a counter offer to the principal, a situation which is known as bilateral
bargaining. Hence we are considering situations in which the principal has all
the bargaining power. It is the principal who decides on the terms of the
relationship, while the agent is limited to the decision of whether or not to take
part. In effect, it is as if, when the principal offers a contract to an agent, it is
with the comment: ‘this is my proposal; take it or leave it.3

If the agent decides not to sign the contract, the relationship does not take
place, thus ending the problem. If, on the other hand, the agent does accept the
offer, then according to the terms of the agreement, he must carry out the
actions for which he has been contracted. In the example of the relationship
between shareholders and manager, the latter must decide the firm’s strategy,
which implies a certain effort dedicated to different tasks and projects.

Up to now, the situation we are considering has the following features:

(i) The principal designs the contract, or set of contracts, that she will offer
to the agent.

(ii) The agent accepts the contract if he so desires, that is if the contract
guarantees him greater expected utility than the other opportunities available
to him.

(iii) The agent carries out an action or effort on behalf of the principal.

From these elements, it can be seen that the agent’s objectives are in conflict
with those of the principal. A cost for one is revenue for the other: the wage paid
is revenue for the agent and a cost for the principal, while the effort of the agent
favours the principal but is costly for the agent. Soon we will consider the role
of conflict in our models; it is, after all, one of the fundamental ingredients.

First, we will discuss exactly what is meant by a contract. A contract is a reli-
able promise by both parties, in which the obligations of each, for all possible
contingencies, are specified. In particular, it includes the payment mechanism
under which the agent will be compensated for his effort. It is a very important
point that a contract can only be based on verifiable variables. In other words,
the terms of the contract can only depend on variables that can be checked by
an independent arbitrator, since this guarantees the fulfilment of the contract.
The use of verifiable variables in the contract allows either of the parties to pre-
sent a case before a court of law with proof of breach of contract in order to
demand that the contract be fulfilled. How about contracts based on non-

3 This, of course, does not mean that bargaining situations cannot be considered. There may be
bargaining over the share that the agent receives, but we will be concerned exclusively with the design
of the contract. The idea is that the participants have already arrived at an agreement (in some previ-
ous period, not studied here) and the principal has the authority to contract. Alternatively, the agent’s
payment may be determined by his reservation utility.
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verifiable information? In this case it is difficult to rely on an independent
arbitrator (for example, a court of law) to resolve any conflict that may arise,
since the arbitrator will be unable to prove whether what the parties are alleg-
ing is true or not. Therefore, since all parties know that arbitration is imposs-
ible, they will have incentives to breach the terms of the contract. It is in
anticipation of this situation that neither party will be prepared to sign such a
contract, since it will not be respected and there will be no compensation for
breach of contract.

So far, the very word that would appear to justify this book, information, has
hardly been used at all. Information is related to the set of variables that are
verifiable in a contractual relationship. In order to understand exactly how this
new aspect is brought into play, let us return to the case of the shareholders in a
firm and the manager that they contract. The relationship is established so that
the manager, via his personal actions and decisions, defends the interests of the
shareholders. Obviously the shareholders would prefer to contract the best
manager, even if this is somewhat more expensive, in order to obtain the best
possible results. However, clearly the shareholders are not in a good position to
evaluate, or control, the decisions of the managers of their firms. This implies
that it becomes impossible for the contract to be based on the manager’s
behaviour, since this is not a verifiable variable. On top of this, the shareholders
do not have perfect information regarding the characteristics of the manager
hired, either on an individual or group behaviour level. Hence it is also difficult
to establish contractual terms that depend on certain competence or quality
measures of the agents. Such informational advantages give the managers a
certain leeway in order to enhance their own utility instead of that of the share-
holders.

The objective of this book is to analyse situations in which a contract is con-
templated under conditions of asymmetric information, that is, one party
knows certain relevant things of which the other party is ignorant. We will
analyse relationships between two individuals or institutions in which one of
the participants has an informational advantage over the other, and the indi-
vidual objectives are in conflict. The reason for mixing asymmetric informa-
tion and conflict of interests is because if the contracting parties have common
interests, then all relevant information will be automatically revealed, and so
any asymmetry in information becomes irrelevant.

The theory is divided into three main themes: moral hazard, adverse selec-
tion,* and signalling. In moral hazard situations, the principal cannot observe
the agent’s behaviour (actions or decisions). In this case, the solution involves
the internalizing of incentives, via the contract terms. An adverse selection

4 The terms moral hazard and adverse selection come from the insurance literature.
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situation appears when, previous to the signing of the contract, the agent is
aware of some relevant information of which the principal is ignorant. The
solution to this problem involves offering several alternative contracts, and the
agent’s choice between these alternatives reveals his private information.
Finally, signalling models are related to situations in which one of the parties
knows some important information, which is signalled to the other party via
the informed participant’s behaviour.

Returning to the examples presented earlier in the introduction to this chap-
ter, even though it is somewhat premature to assume the reader is capable of
dividing them into the correct informational category, we do point out that
each one corresponds to one of the themes discussed in the previous paragraph
(in the same order). In order better to understand the differences between
these themes (aside from the identification of the participants), it is convenient
to be a little more rigorous in the definitions, thereby establishing more exact
structures.

1.3 The Intertemporal Development of the Relationship and
Reference Framework

Most of the models to be analysed in this book can be presented in a com-
mon framework, which makes easier an understanding of their characteristics
as well as a comparison of the conclusions reached.

The reference or benchmark model which we use assumes that both principal
and agent have the same information throughout the relationship. That is, the
principal and the agent share common information as to all relevant character-
istics and variables, and the agent’s effort is verifiable, so that it is possible for
the principal to check that the agent fulfils his tasks. This ‘control’ situation,
presented in Chapter 2, points out the way in which asymmetric information
as to the form of the contract and other relevant characteristics affects the rela-
tionship.

In the reference situation, the principal and the agent are in no doubt as to
who is signing the contract. The principal offers a different form of contract to
each possible agent type (depending on abilities, knowledge, behaviour, etc.),
and in the same way, each agent type will accept different contract formats,
depending on which principal offers the contract, and the tasks for which he is
being contracted. Since the agent’s effort and the final result of the relationship
are observable, it is possible to introduce these variables explicitly into the
terms of the contract.
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It is worth while pointing out that we do not assume that both parties to the
contract are perfectly informed as to all aspects of the relationship (perfect and
symmetric information), but rather that both are in the same informational
position (symmetric, but possibly imperfect, information). Hence we do not
exclude the possibility that there are random elements affecting the relation-
ship. In order to represent the existence of a random variable, we shall say
(following the classic game-theory terminology) that Nature is deciding some-
thing. '

The order of moves of the benchmark game is summarized in Figure 1.1,
where N represents Nature, P represents the principal, and A represents the
agent.

P designs the A accepts A supplies N determines Outcome
contract (or rejects) effort the state of and
the world pay-offs
Fig. 1.1

This representation of the game underlines the sequentiality of the deci-
sions. Given this sequentiality, the solution concept that we apply is that of sub-
game perfect equilibrium.5 This solution concept requires that at each point in
time each player chooses an optimal strategy, given the situation which has
been reached, and assuming that all other players will do likewise. In this way,
the agent will offer the effort that maximizes his expected utility given that he
has accepted the contract proposed by the principal; previous to this, and
anticipating his own decision with regard to effort, the agent decides whether
or not to accept the contract; the first to act is the principal, who, having calcu-
lated the future behaviour of the agent for each possible contract format, offers
that format which maximizes her own expected utility.

In a game structure such as that shown in Figure 1.1, it is easy to see that in
contractual relationships there are many reasons to expect that one of the
parties may have more information than the other as to some relevant aspect of
the relationship. However, different situations are characterized by different
sources or forms of informational asymmetries. The correct classification of
asymmetric information problems is important since it permits the
identification of the influence of the nature of the distribution of information
on the contract format, or on other aspects of the relationship.

3 In situations in which there is incomplete information the appropriate solution concept is the
perfect Bayesian equilibrium. The difference between them will be clear later. For a discussion on
equilibrium concepts, see e.g. chap. 11 Tirole (1988b) and Fudenberg and Tirole (1991).
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1.4 Types of Asymmetric Information Problems

We shall now present the different characteristics of the asymmetric informa-
tion problems which we will be discussing throughout the book.

1.4.1 Moral hazard

A moral hazard problem exists when the agent’s action is not verifiable, or when
the agent receives private information after the relationship has been initiated. In
moral hazard problems the participants have the same information when the
relationship is established, and the informational asymmetry arises from the
fact that, once the contract has been signed, the principal cannot observe (or
cannot verify) the action (or the effort) of the agent, or at least, the principal
cannot perfectly control the action.

The classic way of modelling this type of situation is to assume that the
agent’s effort, offered after the contract has been signed, is not verifiable, and so
this variable cannot be explicitly included in the terms of the contract. Hence
the agent’s pay-off cannot depend on the effort that he offers, or that he has
been contracted to offer. The time-schedule of the game corresponding to a
situation of moral hazard in which the agent’s effort is not verifiable is repres-
ented in Figure 1.2.

P designs the A accepts A supplies N determines Outcome
contract (or rejects) non-verifiable the state of and
effort the world pay-offs
Fig. 1.2

It is easy to imagine labour market situations in which, even though the
worker’s (the agent’s) result is verifiable—for example, the number of units
produced or sold—his effort is not verifiable for the principal. Consider a pub-
lishing firm that contracts a door-to-door salesman to sell encyclopaedias. The
salesman will accept the contract offered if it guarantees him at least the same
expected utility as the next best opportunity in the market. The result of the
relationship, in this case, is the number of encyclopaedias sold. Although the
number of orders that the salesman gets is obviously a verifiable variable, his
effort is extremely difficult to measure. In fact, even the time dedicated to
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selling encyclopaedias is uncontrollable. Hence the publishing firm cannot
link the salesman’s wage directly to his effort.

This type of problem requires us to rethink the traditional framework in
which labour (measured in hours) is exchanged for a fixed wage. Some labour
markets, like the market for encyclopaedia salesmen, do not function in the
traditional manner. Another example is that of a laboratory or research centre
(the principal) who contracts a researcher to work on a certain project. It
would appear that it is not optimal for the laboratory to pay a fixed wage in
exchange for a certain number of hours on the job. It is difficult for the prin-
cipal to distinguish between a researcher who is thinking about how to push
the project through, and a researcher who is thinking about how to organize his
weekend fishing trip! It is precisely this difficulty in controlling effort inputs,
together with the inherent uncertainty in any research project, that generates a
different type of labour market problem that the economics of information
can tackle.

Traditional examples of moral hazard corresponding to Figure 1.2 come
from the insurance sector. Insurance companies want the policyholder to try to
avoid accidents: for example driving in a safe way or minimizing losses in case
of a problem. However, once a person is insured he has an incentive to change
his behaviour by taking less precautions than before.

Not all moral hazard problems correspond to the time-schedule in Figure
1.2. Some problems within this category are due to an informational asym-
metry that arises when, before carrying out the effort for which he has been
contracted, the agent observes the result of Nature’s decision but the principal
does not. In other words, the uncertainty is the same for both when the con-
tract is signed, but before the actual contracted action, the agent will have some
sort of informational advantage by privately observing a relevant variable, for
example, the level of effort that would be optimal (see Figure 1.3).

.
_~

P designs the A accepts N chooses the state of A supplies Outcome
contract (or rejects) the world which is effort and
only observed by A pay-offs
Fig. 1.3

This time-schedule corresponds, for example, to a firm that hires an import-
export agent to represent its product overseas. In some cases, the firm haslittle
information on other existing products in the country, the state of the markets,
etc. These things all are important for the determination of the best strategy to
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use to successfully introduce the new product. However, although the agent
also doesn’t know these things when he signs the contract, he can learn them
once he begins to work on the introduction of the product. The principal may
be able to observe the strategy adopted by the agent, but will not be able to
evaluate whether or not the agent’s actions with respect to the product were the
most convenient, given the market characteristics.

There are many other economic situations in which a moral hazard problem
is present. We will present the benchmark model of these problems in Chapter
3, analysing the situation of unobservable effort (that is to say, that situation
represented in Figure 1.2), which is so often considered in the literature.

1.4.2 Adverse selection

An adverse selection problem appears when the agent holds private informa-
tion before the relationship is begun. In this case, the principal can verify the
agent’s behaviour, but the optimal decision, or the cost of this decision,
depends on the agent’s type, that is, on certain characteristics of the production
process of which the agent is the only informed party. When the informational
asymmetry concerns personal characteristics of the agent, then the principal
knows that the agent could be any one of several different types between which
she cannot distinguish. This situation can be modelled by assuming that
Nature plays first, choosing the agent’s type (see Figure 1.4). It is a game with
asymmetric information previous to the signing of the contract.

[

N chooses the type P designs the A accepts A supplies N chooses Outcome

of A which is only contract (or rejects) effort the state of and
observed by A the world pay-offs
Fig. 1.4

It is difficult (or at least rather costly) for an insurance company to know a
particular client’s type when organizing coverage. In automobile insurance, the
Insurance company is not indifferent between a careful driver and a more reck-
less driver, who is much more likely to suffer an accident. This information

would be most interesting to the company in order that different contracts be
6. The pioneer.ing work in moral hazard is due to Ross (1973). However, Ross does not include the
action or effort in the agent’s objective function. The first formal papers on this type of problem are

those of Mirrlees (1974, 1975), Harris and Raviv (1978), Holmstrom (1979), and Shavell (1979). We
also note that there exist some literature reviews, e.g. Rees (1987) and Hart and Holmstrém (1987).
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offered to each type of driver, charging more per unit of coverage to the more
reckless individual. However, when an individual contracts automobile insur-
ance, the individual’s habits or customs (whether or not he travels many hours
without rest, whether or not he is a heavy drinker, or if he enjoys racing against
his friends) are unknown to the company, and the individual’s declarations will
not be very believable. Hence we are up against a situation like that represented
in Figure 1.4.

Adverse selection also crops up in more non-conventional contracts. The
analysis of optimal regulation is a second area in which the theory that we shall
study can be naturally applied. Classic regulation theory establishes simple
recommendations to regulate public monopolies. Basically, economic effi-
ciency requires that the price of the service be equal to its marginal cost, and
that the regulator covers the firm’s fixed costs with a subvention. If the regu-
lator is restricted by some sort of budget constraint so that he cannot freely set
the subvention, then the optimal policy is to fix price equal to average costs in
the firm. It is very obvious that these policies are subject to important informa-
tional requirements. For example, they require that the regulator is as familiar
with the production cost function as is the very firm. This is not a very realistic
assumption. More convenient is the hypothesis that the firm is better informed
than the regulator as to its cost structure. Now, we ask ourselves, in order to
resolve the informational asymmetry, is it enough that the regulator asks the
firm to reveal the required information in order to fix the adequate price (for
which information on marginal cost is needed) and the corresponding sub-
vention (fixed costs)? What would you do if you were the firm? It seems evident
that we would attempt to take advantage of the situation. Therefore, the
government should take this problem into account.

A simple model of adverse selection is presented in Chapter 4, where we pre-
sent other situations that the adverse selection model allows us to study and
better understand.’

1.4.3 Signalling

This situation is similar to adverse selection (asymmetric information).
However, after learning his type, and before signing the contract, the agent can
send a signal that is observed by the principal (see Figure 1.5). That is to say,
before the principal offers the contract, the agent takes some sort of decision
that may influence the principal’s beliefs about the agent’s identity.

7 Early important contributions to adverse selection problems came from Akerlof (1970),
Rothschild and Stiglitz (1976), Stiglitz and Weiss (1981}, Myerson (1983), and Guesnerie and Laffont
(1984).
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This could be the case of a worker whose abilities are difficult to measure
when the principal is designing the contract, and so the worker tries to reveal
his personal characteristics. It is likely that we have all asked ourselves at some
time or another just how we can let it be known to our employer that we are
hard workers or intelligent. Many people carry out certain activities for the sole
purpose of proving that they are indeed hard-working or intelligent. For exam-
ple, the fact that someone has been able to finish a university degree, even
though its content may have absolutely nothing to do with the job at hand, is
often considered to be a plus when a candidate is evaluated. We will consider
the conditions that an activity must comply with in order that it may effective-
ly be considered a signal of that characteristic that is desired to be made known.

Information is a very important part of financial markets. It is very difficult
for investors to know the exact state of affairs of firms, the quality of their
investments, the risks they have contracted, etc. Therefore, any decision made
by the directors, for example, the debt level accumulated, is examined and val-
ued in the market as a signal. The value of the shares is influenced by these
decisions, even though classic micro-economic theory tells us that financial
structure of a firm does not affect its value. The analysis of signalling models
rationalizes this fact.

On occasions it is the principal rather than the agent who has private infor-
mation that affects the well-being of the agent, and therefore it also affects the
decision to accept or reject the contract. In such cases the principal may
attempt to signal her private information via her behaviour. Since, at least in
the models that we consider, the principal’s only task is to design the contract,
we are interested in how the very terms of the contract can be used to reveal rel- W
evant information (see Figure 1.6). This is also a signalling situation.

T

N chooses the P designs the A accepts A supplies N chooses Outcome
type of P contract and (or rejects) effort the state of and
which is only she uses it the world pay-offs
observed by P as a signal

Fig. 1.6
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In electrical appliances stores, you can often find more than apparently iden-
tical washing-machine: the same revolutions, the same outer materials, the
brand of each is equally well known, etc. According to all the characteristics by
which we could judge them, the washing-machines are similar. If their prices
were also identical, any buyer would be indifferent between one or the other.
However, some washing-machines are more expensive than others. Often the
most expensive brands include better guarantees (for example, three years
instead of two). Signalling theory allows us to explain why two apparently
identical products can sell at different prices.

In Chapter 5 we consider signalling models.? We shall see when an individ-
ual with private information is interested in revealing it what the conditions
are under which a signalling decision is believable and several applications of
this model.

8 Spence (1973, 1974) was the first to consider signalling in economics. Other main contributions
to this theory are Grossman (1981), Milgrom and Roberts (1982),and Cho and Kreps (1987). See also
Kreps and Sobel (1994) for an overlook of the literature, and Gibbons (1992) for an introduction to
signalling games.
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Summary

In this chapter we analyse a reference situation that we will compare with the results
of the following chapters in order properly to understand the consequences of the
existence of asymmetric information. We consider a relationship between two indi-
viduals (or institutions) in which one works for the other, and in which a random
result, depending in part on the effort supplied by the agent who is responsible for the
activity in question, is obtained. Both participants have the same information, both
before establishing the relationship and during it.

The main conclusion is that the agent’s pay-off is determined by an optimal distribu-
tion of risk between the participants (principal and agent). If the principal is risk-
neutral and the agent risk-averse, efficiency requires that the agent should receive a
fixed wage for participating in the relationship. This wage will be independent of the
result obtained, but will depend on the characteristics of the job to be done and on the
effort demanded. When the agent is risk-neutral and the principal is risk-averse, then
the optimal contract is a franchise, in which the agent pays a fixed amount to the prin-
cipal and in return receives the result of the relationship. In the case in which both
participants are risk-averse, the contract will establish the optimal distribution of
risk between them according to their degree of risk-aversion.




The Base Model

2.1 Introduction

In this chapter we will present the basic framework that will be used as a com-
parison for the rest of the models to be analysed in this book. Since the final
objective is to identify the consequences and costs that stem from the existence
of asymmetric information, the natural reference framework is a situation in
which all the participants have the same information. Hence Chapter 2 is
dedicated to describing and analysing the optimal contract under symmetric
information. This means that the information that both participants have
could be incomplete, in the sense that there could exist random variables
whose exact value is unknown, but all known information is common to both
participants.

2.2 Description of the Model

The objective of this section is to present the participants, to discuss the
characteristics of the relationship, and to analyse the legal union (the contract)
between them.

We shall consider a bilateral relationship in which the participants could be
individuals, institutions, or firms. The relationship is established through a
contract. We shall refer to the participants as the principal and the agent, as is
usual in the literature. The principal is responsible for designing and proposing
the contract, while the agent, who is contracted to carry out some sort of task,
decides if he is interested in signing or not. The relationship allows a certain
result to be obtained, whose monetary value will be referred to as x. Let X de-
note the set of possible results. The final result obtained depends on the effort
that the agent dedicates to the task, which will be denoted by e, and the value of
arandom variable for which both participants have the same prior distribution.

For example, think of the relationship between a tax inspector (the agent)
and the tax authority (the principal). The result—the quantity of tax returns
inspected and the amount of tax evasion detected—depends on the effort that
the inspector dedicates to his job, but also on the difficulty of checking out cer-
tain facts, such as the degree of complexity of the tax forms under his control
(the random variable). In the same way, the result of a shop assistant (the
agent) depends on his effort (for example, the hours worked, his interest in
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selling, or his friendliness), but also on the amount of luck he has with respect
to the number of customers entering the store, the general economic situation
of the area in which the store is located, or even the climatic conditions (it may
be a bathing-suit shop, or it may sell umbrellas).

Since the result depends not only on the agent’s effort but also on a random
component, the result is also a random variable. If the set of possible results is
finite, then we can write the probability of result x; conditional on effort e as:

Prob [x=x;| e] = p;(e), for i€ {1,2,...,n}.

Of course, if X = {x,, ..., x,}, it must be true that £, 7, p,(e) = 1.! We shall as-
sume that p;(e) > 0 for all ¢, i. This means that we cannot rule out any result for
any given effort level. The idea is that there are no results that are possible when
the agent chooses certain effort levels, and not possible when he chooses others.
If this were the case, the result obtained would be evidence of the agent’s be-
haviour. Later (Chapter 3) we will discuss the consequences of this happening,
and the reasons why we rule it out right from the start will become clearer.

Throughout this chapter we assume that the principal and the agent have
the same information concerning the random component that affects the re-
sult. This means that they both have the same prior distribution over the set of
possible states of nature. Hence the information they have when the relation-
ship is established is the same for each.

Since uncertainty exists, we should consider how the participants react to
risk. Risk preferences are expressed by their utility functions. We shall use the
concept of expected utility, or, in other words, we assume that the utility func-
tions of the participants are of the von Neumann-Morgenstern type.2 Let’s
begin with the principal. She is the contractor, she receives the production (the
result), and she must pay the agent for his part in the relationship. Using B (.)
as the utility function representing the principal’s preferences, her objective is
to obtain the greatest possible profit. Formally, the principal’s behaviour de-
pends on the function:

B(x—W),

where w represents the pay-off made to the agent. We assume this function to
be concave increasing: B' > 0, B” < 0 (where the primes represent, respectively,
the first and second derivatives). The concavity of the function B (.) indicates
that the principal is either risk-neutral or risk-averse. It is also worth noting
that the profit function does not depend directly on the agent’s effort (or on

1 If the set X were a continuum, we would have a probability distribution conditional on the agent’s
effort and the associated density function. This case is proposed as an Exercise (see Exercise 1).

2 Any classic micro-economics text, e.g. Malinvaud (1968) or Varian (1992), would be useful as an
introduction to decision-taking under uncertainty.
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the state of nature), but only on the result of the task for which the agent is con-
tracted.

On the other hand, the agent receives a monetary pay-off for his participa-
tion in the relationship, and he supplies an effort which implies some cost to
him. Formally, we assume that the agent’s utility function is:

U(W> e) =u (W) - V(e)a

additively separable in the components w (wage or pay-off) and e (effort). The
assumption that the agent’s preferences are described by an additively separ-
able function implies that his risk-aversion does not vary with the effort he
supplies. This is a restriction on the model we will use, but it does not represent
an important loss of generality, and it does have the advantage of simplifying
the analysis considerably.

The agent obtains utility from his wage and he may be either risk-neutral or
risk-averse, which is to say the utility function that represents his preferences is
concave in the pay-off. On the other hand, greater effort means greater dis-
utility. We also assume that the marginal disutility of effort is not decreasing.
Formally:

u (w)>0, u" (w)<0, v (e)>0, v' (e) 20.

From the objective functions of the principal and agent, it is easy to see that
one of the basic ingredients of our model is the conflict of interests between
them. This conflict is due to three elements. First, while the principal is inter-
ested in the result, the agent is not directly worried about this aspect. Secondly,
the principal is not directly interested in effort, but the agent is since it is costly
to him. Finally, there is the idea that greater effort makes better results more
likely. Therefore, there is a conflict between the objectives of the participants,
and the contract is the means by which they can be made compatible. In this
way, the wage w that the principal pays the agent compensates him for the
effort that the principal demands, thus a part of what the principal earns from
the relationship ends up in the agent’s pocket.

It should be pointed out that if there were no conflict of interests between
the principal and the agent, they would agree on the ‘best strategy’ and, inde-
pendently of whether or not the principal has more, less, or the same informa-
tion as the agent, they would put this strategy into action (either by delegation,
or by using the adequate communication mechanisms).

3 Of course, organizing a relationship between two individuals with the same information may not
always be easy, even when they have the same objectives. Problems can turn up, for example, for
reasons of bounded rationality (people normally have problems in carrying out complicated calcula-
tions), or it may be that the communication network between the principal and the agent is not per-

fect (and information is inevitably lost in transmission). However, the analysis of this type of
problem is outside the scope of our models.
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As we have said, in the game that we consider, it is the principal that offers
the agent a contract, the terms of which are not subject to bargaining. The only
alternatives open to the agent are to accept or to reject. Should he reject, he will
have to fall back on the other opportunities that the market offers him. These
other opportunities, by comparison, determine the limit for participation in
the contract. The expected utility that external opportunities offer the agent is
called his reservation utility, and it is denoted by U.# So long as the contract
allows the agent to earn expected utility not less than his reservation utility, he
will accept it. In this case, the participants are linked together by this legal
union until it expires.

If we reconsider the examples of a tax inspector and a shop assistant, the
reservation utility represents the utility that they can obtain in other jobs
(either contracted or self-employed.)

One of the most important objectives of the economics of information is to
characterize the optimal contract between the principal and the agent. To do
so, we should ponder on what exactly are contracts. A contract is a document
that specifies the obligations of the participants, and the transfers that must be
made under different contingencies. In order for a contract to be valid, both
the contingencies and the terms in the contract must be verifiable. A variable is
said to be verifiable when its value is observable and can be proved before a
court of law. This means that any breach of the contract can be reported and
judged by a court. Also, the contract may be different according to the charac-
teristics of the agent and the task for which he is contracted. Therefore, this in-
formation, even if it cannot be specifically included in the contract, is
important for its design.

In the example of the tax inspector, the contract that the tax authority offers
him could be different according to certain characteristics of the individual or
of the job. For example, it may depend on the inspector’s educational level (for
example, Ph.D, masters, or bachelor), or on the conditions in which he must
work. With respect to the terms of the contract, they may include information
such as the number of tax returns inspected, the fraud level detected, or the
taxpayer claims accepted. In the same way, the contract for a store assistant
may depend on his previous experience, his friendliness, etc. The wage paid
may include a fixed part and a variable part that would depend for example on
sales made, or the type of product. In both cases, assuming that the effort of the
agent is verifiable, this can also be included in the contract.

4 Reservation utility as a concept has been lightly treated in agency models. In spite of its role in the
literature, it has always been taken as being exogenous. However, some authors have indicated that it
will depend on the interactions between the different principal-agent structures (interested readers
can consult, for example, Ross (1973), one of the pioneers of the literature). This research direction,

however, has not been exploited. Anyway, the lack of precision as to how the reservation utility is de-
termined is not a serious impediment to knowing the characteristics of the optimal contract.
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Finally, with respect to the duration of the contract, generally simple models
refer to a static situation (a single period). All the models that we shall study
will be relationships that are established only once (‘one-shot’ relationships).
We will not be considering what differences would be incorporated if the rela-
tionship were repeated.5

2.3 Symmetric information contracts

We assume that all relevant information is verifiable. The principal’s problem
is to design a contract that the agent will accept in a situation in which both
have the same information. Recall that the result of the relationship is a ran-
dom variable, and that the contract can depend of all verifiable variables. In
this framework, the principal must decide both the effort e that she demands
of the agent, and the wages {w (x;)};_, ., that will be paid according to the
result. In order to do this, she must work out what contracts are acceptable by
the agent, given the effort demanded, and then choose from the contracts that
achieve this effort, the cheapest one. This situation is efficient and the central
question is to determine the optimal risk sharing arrangement between the
participants. Formally, the (Pareto) efficient solution is the solution to the fol-
lowing problem [P21]:

Max ﬁpi(e) B(x;— w(x;))
[edwx)licy,. W] ™

>

[P21]
s.t. Zpi(e) u(w(x))-v(e2U.
i=1

This problem establishes that the principal maximizes the surplus that she ob-
tains from the relationship, under the restriction that the agent is willing to ac-
cept the contract. This condition is known as the participation condition. In
[P21] we are assuming that the principal can measure the agent’s effort e since
this is a verifiable variable. As we have already pointed out, the contract has two
components: the effort (verifiable) and the pay-offs contingent on the result.
Even though it has been established that the wage that the agent receives de-
pends only on the result, w (x;), the contract includes a sufficiently large
‘penalty’ or ‘fine’ for the agent to decide to give the effort that was agreed upon.

5 In the corresponding chapters, among several extensions of the basic models, we shall give refer-
ences so that the reader may study the consequences of the repetition of the relationship.
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We could imagine that, in the case of a breach of contract, it would be a court
of law that must inflict this punishment. For this reason, in what follows we
shall bear in mind the fact that in the contract the principal can demand con-
tracted effort from the agent, without having to worry about the ‘punishment’
that the agent will suffer should he decide to offer some other effort level. In
any case, we assume that the fine that the court inflicts is sufficiently high to
dissuade the agent from deviating from the contracted behaviour.

We point out that problem [P21] has good properties with respect to certain
arguments and not so good with respect to others. More concretely, if we
restrict ourselves to the analysis of the optimal contract, given an effort level
(for example, given the optimal effort level), the problem is well behaved. Since
B(.)isa concave function, B (x— w) will also be concave in wages. Besides, since
the sum of concave functions is concave, we know that the objective function
is concave. For the same reason, the restriction is also concave. Hence the
Kuhn-Tucker conditions will be both necessary and sufficient for the global
solution to the problem. However, we cannot be certain that the functions are
concave (or quasi-concave) with respect to the effort variable, since the parti-
cipants’ objective functions are weighted by the probabilities of different
results, and these depend on the effort. Therefore the expected functions are
not necessarily concave in effort. Hence it is more difficult to obtain global
conclusions with respect to this variable.

Let’s consider the conclusions that we can extract from the solution of prob-
lem [P21] with respect to the optimal symmetric information contract. Let e©
denote the efficient effort level and let {w© (x;);_, . ,} denote the associated
pay-offs. Since we can use the Kuhn-Tucker theorem to calculate the optimal
contract, the first-order conditions of problem [P21] with respect to the wages
in the different contingencies are written as follows for all #:

3 (w9 (x;),e0, A0) = — p;(€9) B' (x;— w0 (x;) )
w (%) +A0 p;(e9) ' (w0 (x) ) =0,

from which,

_B (x-w°(x)
W (WO (x))
This expression requires that the multiplier associated with the participation
condition, A0 , be strictly positive: if it were zero, we would have either B’ (.)
=0, or #' (.) = + o, which is impossible given our assumptions. Hence the
participation condition binds. Intuitively, it is easy to understand why the
solution to the problem saturates the agent’s participation condition. Imagine
that this were not so. Then the principal would be paying ‘too much’ to the

A0 Jforallie {1,2,...,n}. (2.1)
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agent. From problem [P21], the principal could reduce all the pay-offs w (x;) in
such a way that the agent would still accept the new contract, and she would get
greater utility (since she is paying less).

A second way to see that the participation condition must bind is the fol-
lowing. If the agent were to receive utility greater than Ufrom the relationship,
then he would be willing to pay to sign the contract. The principal could de-
mand this payment from the agent, which is equivalent to reducing his wage by
the same amount in all contingencies.

Two comments are interesting at this point. First, the above problem corres-
ponds to a Pareto optimum in the most usual sense of the term. We are maxim-
izing the utility of one participant under the restriction that the other
participant receives at least a given level of utility. In this respect, using a utility
function for the agent that is additively separable in the wage and effort is
harmless (the analysis is easily extended to more general functions). Secondly,
note that by varying U (that part of the surplus that the agent gets), we find the
efficient allocation frontier. Therefore, the solution to this problem is con-
ditional on the value of the parameter Uand the validity of the method is gen-
eral. Independently of how the level of U is fixed, problem [P21] gives us the
characteristics of the optimal contract.

2.3.1 The optimal payments mechanism

We shall now turn to the characteristics of the optimal contract, found in
[P21], Equation (2.1) indicates that the optimal distribution of risk implies
that the following equation is satisfied:

B (x;-w9(x))
i (wO))

or in other words, the ratio of marginal utilities of the principal and the agent

should be constant whatever is the final result. This is the familiar condition

equating marginal rates of substitution (tangency between indifference
curves) that characterizes Pareto-efficient situations.

We can represent the problem graphically when there are only two possible

results, x; and x,, with x; < x,, using the Edgeworth Box diagram.6 The dimen-

sions of the box are the results of the two contingencies, that is x; and x,. In

order to draw it, we denote w (x;) = w; and we rewrite condition (2.2) for the
case of two results in the following way:

= constant (2.2)

6 This representation is based on a paper by Ricketts (1986).
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B (x—w,) _ u' (wy)
B (x,—w) ' (w)

(2.3)

Hence the point is determined by this condition and the participation con-
dition binding:

2
g‘,l pi(@ u(w)-v(e)=U. (2.4)

Graphically, in the Edgeworth box corresponding to the problem that we are
considering, we draw the principal’s indifference curves (they are increasing in
the part of the result that goes to the principal, or in other words, towards the
point O,), and those of the agent (that increase towards Op). The agent’s par-
ticipation condition translates into the fact that the only contracts that are
acceptable to him are those located on or above the indifference curve corres-
ponding to U. The solution, given by the conditions (2.3) and (2.4), is at the
tangency between the agent’s reservation indifference curve and the indiffer-
ence curve of the principal that is furthest from the origin O, (see Figure 2.1).
This optimal point is characterized by the contingent wage scheme that the
principal offers the agent: w, if the result is x; and w, if it is x,. Notice that w, is
the vertical distance between O, and the optimal point, while the vertical dis-
tance between this point and Oy is x; — w;, which is the principal’s profit when
the result is x; (and similarly for w,).

Note that the lines [O, A] and [ O, P] represent sure things (the same pay-
off in both states of nature) for the principal and the agent respectively. As can
be seen in Figure 2.1, the optimal solution requires the participants to share the
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risk if both are risk-averse since the optimal point is between the two certainty
lines.

In order to better understand the implications of condition (2.2) in the gen-
eral case with n possible results, we will consider several possibilities with re-
spect to the objective functions of the participants.

i) If B' (.) = constant, that is, the principal is risk-neutral, the efficiency con-
dition (2.2) requires that «' (w© (x;)) = constant for all 1. If the agent is risk-
averse, the only possible way in which the marginal utilities at two points can
be the same is if the two points are the same. In other words, ¥’ (w© (x;) ) =
u' (w0 (x;) ) requires that wo (x;) = wo (x;). Therefore, at the optimal contract
the agent receives a pay-off that is independent of the result: w0 (x,) = wO (x,)
=...=wo(x,).

The optimal distribution of risk when the principal is risk neutral is for her
to accept all the risk, completely insuring the agent. The agent receives the
wage WO in all contingencies, and this wage will only depend on the effort de-
manded. In fact, we can calculate the exact wage payment:

wO =y 1 (U+ v(e0) ), (2.5)

since we know that the participation constraint binds.

The graphical representation of the two-result case when the principal is
risk-neutral is given in Figure 2.2. The principal’s indifference curves are
straight lines in this case, and the result is that she completely insures the agent:
W) =w,.

ii) If the agent is risk-neutral, #' (.) = constant, and the principal is risk-
averse, B” (.) <0, then we are in the opposite situation. The optimal contract

X, A (o)

B3
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will require that B' (x;— wO (x;) ) = constant for all i. Using the same reasoning
as above, it must be true that x, - w0 (x,) = X, — w0 (%,) =. . . = x,— w0 (x,,). The
principal’s profit is now independent of the result. Consequently, the agent
accepts all the risk, insuring the principal against variations in the result. The
optimal contract is of the form:

wo (x,-) =X;— k. (2'6)

We can interpret this as a ‘franchise’ contract: the agent keeps the result xand
pays the principal a fixed amount k, independent of the result. In order that the
participation constraint be saturated, the constant k must satisfy

3 i(e0) 15~ Kl = U+ 9(&9)

& k=§n'.p,-(e0) x;~ U—-v(e0).

The amount that the principal sets as the price for the agent to keep the result
is the difference between the expected profit from the activity and the amount
required for the agent to accept the relationship. This contract can also be
interpreted as the agent buying the activity (the firm) from the .prmc1pal. The
graphical representation is similar to Figure 2.2, but interchanging the roles of
the principal and the agent. .

iii) If both the principal and the agent are risk-averse, each one will need to
accept a part of the variability of the result. Both participants receive a part of
the risk of the relationship: exactly how much will depend on their degrees of
risk-aversion. It is interesting to analyse how the degree of risk-aversion
influences the distribution of the risk associated with the result. To do so we
will derive the wage with respect to x. This is not totally correct, since our
framework is discrete. However, it does give us an insight as to what happens
when we go from x;to x;, , if these two results are close together, and the solu-
tion would be exact had we considered a continuous variable.

The Kuhn—Tucker first order condition (2.1) can be written as:
—B (x;—wOo(x))+Au (wo(x))=0.
Differentiating with respect to x; gives:
dw® dw®
R o "~ =(.
B [l dx } +Au a,

Now, by substituting the equality
_ B (x-w°(x))

T ou (WP(x))
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we can conclude that:

B [1 dwo:l o’ dw° o
B dx; W dx,
If we denote by r, = — B"/B’ the principal’s measure of absolute risk-

aversion, and by r, = — u"/u’ the agent’s measure of absolute risk-aversion (re-
call that both will, in general, depend on the level of income or wealth), then
the above equation can be written as:

w5
dx;

= ) (2.7)
ptr,
Equation (2.7) indicates how the agent’s wage changes given an improvement
in the result. Since r,/(r, + r,) € (0,1) when both participants are risk-averse,
the agent only receives a part of the increased result as increased wage. The
more risk-averse is the agent, that is to say, the greater is r,, the less the result
influences his wage. On the other hand, the more risk-averse is the principal,
greater r,, changes in the result correspond to more important changes in the
wage (since r,/( r,+1,)is decreasing in rp). The two limit cases, when one of the
participants is risk-neutral, r, = 0 or r, = 0, have been analysed in (i) and (ii).
As equation (2.7) shows, the optimal contracts can be very complicated.
A rather attractive, for its simplicity, contract format is the set of linear con-
tracts:

wo(x)=c+bx,.

We can ask the following question: when is a linear contract optimal? In order
for such a contract to be optimal, it must occur that dwO/dx; = b, or in other
words, the increase in the wage given an increase in the result must be constant;
Le.r,/(r,+1,) = constant. However, this condition is satisfied on very few occa-
sions since, basically, it requires that the participants have constant risk-
aversion. This, in turn, implies that the objective functions of the agent and the
principal are, respectively,

u(w)=—kexp(-r,w) and B(x—w)=—kexp(- A [x—w]).

The above statement shows that, even when information is symmetric, op-
timal contracts are very rarely based on linear payments.

The nature of the results that we have presented so far in this section are well
known, and they stipulate the optimal distribution of risk in a relationship.
However, we must insist that in order that the allocation be Pareto-efficient it
is necessary that the principal has the same information as the agent when the
terms of the contract are established, and that breach of contract by the agent
can be punished.

27




The Base Model

2.3.2 The optimal level of effort

Let’s briefly consider what will be the effort level chosen by the agent. As we
pointed out, the problem that appears when one attempts to solve [P2!] is that
it is not necessarily concave with respect to effort, even though the utility func-
tions of the principal and the agent are well defined (concave). This is because
the distribution of results also depends on the agent’s effort. Therefore, unless
we add new conditions related to the distribution function of the results con-
ditional on effort, the expected utility functions may not be concave. In what
follows, in order to attack this problem in the simplest possible way, we shall
consider the first two cases discussed in the section on optimal contracts, since
for these cases we can explicitly solve for the contract.

(i) First, assume that the principal is risk-neutral (B’ (.) = constant) and the
agent is risk-averse. In this case we know, from (2.5), that the optimal contract
is a wage that does not vary with the result, w0 = -1 (U+ v (e0) ), but does de-
pend on the effort demanded of the agent. Hence we can rewrite the principal’s
problem as:

Max [Zpi(e) x; —ul (U+v(e) )]-
e i=1

This problem is solved with an optimal effort of €0. Since we are not sure that it
is concave in the variable effort, we can only state that the first-order condition
is a necessary condition for an interior maximum. In particular, if the optimal
effort level €9 is interior, then it must be true that:

2 p; (€9) x;= (1) (U+v(e9) ) vV(e9) . (2.8)
i=1

At the optimal effort level, the expected profits of an increase in effort, that

is Z;%, p/ (€9) x; coincide with the marginal increase in the wage that the prin- §
cipal must pay the agent to compensate him for the increased disutility of }
effort, which is expressed by the right-hand side of (2.8). As was to be expected,
the optimal effort depends on the values of the results, x,, on the probabilities
of getting each result in function of the efforts, p;(e), and the agent’s utility |

function, u (w) and v (e).

In order to express condition (2.8) more simply, we shall use the inverse }

function theorem. This theorem says that the derivative of the inverse is equal

to the inverse of the derivative (evaluated at the corresponding point). 3

Recalling that wO = u-1 (U + v (€0) ), equation (2.8) can be written as:

v (€°)

2 p! () %=~ 5 (2.9) A
i=1 :

u (w0
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To calculate the second derivative of the above problem with respect to effort
we must bear in mind that

24

.
i v 7 (o) v (e) u" (w) %

de'” u’(w)]=_u'(w)+ [u (W)
And that, since w= u-1 (U+ v (e) ), we have that:

v (e)
u (w)’
Therefore, the second-order condition, which is necessary in order that a point

that satisfies (2.8) (or equivalently, (2.9) ) is effectively a local maximum, is
written as:

%Le: () U+v(e)) v ()=

u’ V' ( eO)

(u,)s(wo) vV (e0)2~ u—' (WO) <0.

A sufficient condition for a local maximum is that this equation be satisfied
with strict inequality. In fact, a sufficient condition for €© to be a global max-

imum is that this inequality be satisfied for all effort levels. This is always the
case if”7

2 p (e0) x;+
i=1

§ p! () x;<0. (2.10)

For the case in which the principal is risk-neutral, that is, there is only one
wage for the agent since it is optimal to completely insure him, we can draw
two different graphs of how the optimal effort (and, simultaneously, the wage)
is determined, in the space (w, e). The first graph, shown in Figure 2.3, is to use
el

r v'(e)

I'(e)= m

u(w)-v (e)=U

Fig. 2.3

ol Exercise 3 of this chapter interprets this condition for the case in which only two results are pos-
sible,
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equality (2.9) together with the participation condition (2.4). The optimal
contract is found at the intersection of both curves.
In Figure 2.3, IT (¢) denotes the principal’s gross profit, i.e.,

T(e) = 2 p;(e) x,hence IT' (e) = 2 p/ (e) x;
i=1 i=1

The other, somewhat more natural, way of graphing the optimal effort deci-
sion is to go back to problem [P21] and draw the participation constraint to-
gether with the principal’s isoprofit curves (see Figure 2.4).

e A

I'T(e)-w=constant
T1(e)-w=constant

u(w)-v(e)=U

Fig. 2.4

This graph also illustrates the second-order condition problem: in order to §
draw, as we have done, the curves I'1 (¢) = constant as concave contours (which
assures that when an iso-profit curve is tangent to the iso-utility curve, then it §
is 2 maximum), we need additional hypothesis on the behaviour of profits §
with respect to effort. Condition (2.10) is a possible hypothesis to guarantee

the concavity of the principal’s iso-profit curves.

(i) In the case in which the agent is risk-neutral and the principal is risk- !
averse, we have seen that the optimal contract is a franchise of the form w0 (x) . r
= x,— k. The principal decides the effort level by maximizing her pay-off, which §
is the value of the firm, in the same way that the agent does so if he signs this type {

of contract. Therefore, the optimal effort level is the solution to the problem:
n
Max 2 p;(e) x;— v (e),
e =l

whose first-order condition is:

2 p/ (¢0) ;=¥ (&), @11) |
i=1 1
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In words, the expected marginal pay-off should be equal to the marginal cost
for effort to be optimal. In order for an effort level satisfying (2.11) to be a local
maximum, we require that:

Y. b (¢0) x;— V' (e9) 0. (2.12)
i=1

In the same way as in (i), a sufficient condition for a global maximum is that
the condition X%, p;" (e) x; <0, be satisfied for all effort levels.

In general, the analysis of the optimal effort is more difficult than the analy-
sis of the optimal payment scheme for a given effort level. In the following
chapters, we will analyse the effects of the asymmetric information on the con-
tract form and, on several occasions, we will also show the consequences on the
effort required from the agent.

Exercises

Exercise 1. A principal contracts an agent to carry out a certain task. The
agent, via the choice of effort, determines the distribution of the results, which
are in the interval X = [x, X] where x is the worst result and ¥ is the best. The
density function for the results conditional on the agents effort is f (x; e).
Assume that for all xe X, forall ¢, f(x, €) > 0.

(a) Calculate the optimal wage function when the principal’s objective func-
tion is B (x— w) and the agent’s objective function is U (w, €) = u (w) — v (e).

(b) Calculate the optimal wage function if the principal is risk-neutral.

(¢) Under the same assumption as (b), calculate the efforts satisfying the first-
order condition and analyse when the second-order condition holds. What hap-
pens if the distribution is f(x; ) = 1 + e [x— (1/2)], where X=[0, 1], e€ [0, 1]?

Exercise 2. Consider an individual, or a firm, that has an initial wealth wand
a property valued at L that is subject to a fire risk. In order to protect himself
against the risk, the individual can buy an insurance policy from an insurance
company. The company and the individual have the same prior as to the prob-
ability that a fire will occur. Denote this probability by p, assumed constant and
independent of the individual’s effort (alternatively, it depends on the indi-
vidual’s effort, but as there is symmetric information the insurance contract
can demand that the individual exerts the correct effort, i.e. takes the adequate
Precautionary measures). The individual can insure the entire value of the
Property, or only a part of this value. Call the amount that he decides to insure
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the ‘coverage’, and denote it by q. The company demands a price for providing
coverage of an indemnity of g should the property burn down. This price is
known as the premium, and we denote it by p.

With respect to the objective functions of the participants, assume that the
insurance company is risk-neutral and that the individual’s preferences are de-
scribed by the utility function u (w).

(a) What is the individual’s reservation utility in this case?

(b) What terms (verifiable variables) can be included in the insurance con-
tract?

(¢) If the insurance company chooses the premium and the coverage that it
offers, calculate the optimal contract that would be offered to a risk-averse
agent.

(d) What would happen if the individual were risk-neutral? Explain.

(e) Discuss the value that p would take if there were perfect competition be-
tween insurance companies in case (¢).

(f) What would happen if both the insurance company and the individual
were risk averse? Show that it would not be optimal for the company to com-
pletely insure the individual.

Exercise 3. Consider a special case of the model analysed in Chapter 2, in
which there are only two possible results. Call them success (S) and failure (F),
since x; < x5. Denote by pg (e) the probability of success when the agent uses ef-
fort e, so that the probability of failure is just pz (¢) = 1 — pg (e).

(a) Write the optimal contract and the necessary condition for the optimal
effort level for the case when the principal is risk-neutral and the agent is risk-
averse, and for the case when the agent is risk-neutral and the principal is risk-
averse.

(b) Write the sufficient condition (2.10) for this special case, and interpret it.

Exercise 4. Consider a firm that has access to a group of N workers. Each
worker can either work for the firm or remain unemployed, depending on the
number of jobs offered. All workers are identical. The firm, which sells its
product in a competitive market, has a production function x = f(n, €), where
nis the number of workers contracted and €is a random shock. The results be-
long to the set {x;, ..., x;}. Denote by p; (1) the probability of observing result
x; when n workers are employed. When the labour contract is signed, neither
the workers nor the firm know the state of nature &, but ex post everyone knows
it (the information is symmetric).

The firm is risk-neutral, interested only in expected profits: x — n w, where
the market price for output has been normalized to 1. The workers’ utility
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function is of the form u (w) — ce, with «’ (w) > 0, 4" (w) < 0, and where eis the
effort or input of the agent. Assume that ee {0, 1}, where we interpret e = 0 as
not working at all (only possible if he remains unemployed), and e= 1 as work-
ing a normal day. Intermediate effort levels are ruled out. We assume that work
is a verifiable variable, and so if a worker receives an offer at wage w, he must
choose between two possibilities: either work for the firm, which gives utility
of u (w) — ¢ or remain unemployed, which gives utility of u (s), where sis the
unemployment benefit paid by the government. We can call u (s) = U.

(a) Calculate the optimal contingent wage in function of the employment
level.

(b) The theory of implicit contracts is a tool often used to analyse the labour
market with the intention to try to explain observed wage rigidity and changes
in employment levels. The theory is based on the idea that the labour market
has particular characteristics that makes classical theory (equilibrium between
supply and demand) inadequate. The idea is that firms and workers have con-
tracts that are more or less durable, since there is more than just a purchase
involved (pay a wage for a given labour input). A labor contract is also an
insurance contract, in the sense that the results of the labour relationship are
random, and firms generally insure their workers against such fluctuations in
the results. In this way, the wage is not necessarily equal to the marginal pro-
ductivity in each state. Comment on these ideas given the result of part (a).

(¢) Calculate the optimal level of employment and analyse how it varies with
the unemployment benefit s.
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THE MORAL HAZARD
PROBLEM

Summary

This chapter analyses the moral hazard model. The model studies those situations in
which the agent’s behaviour is not a verifiable variable in the relationship. Therefore,
it cannot be included in the terms of the contract and so the systems of payment pro-
posed by the symmetric information model are no longer adequate.

The analysis of the moral hazard model has two simple implications. First, our at-
tention is directed to the fact that when a contract is offered, it is necessary to take
into account the decisions (the effort) that the other party will take if he accepts the
relationship. The fact that these decisions cannot be controlled implies an important
efficiency loss and it also affects the type of contract that will be signed and the deci-
sions that will be taken. Secondly, the analysis shows that the optimal contract is de-
termined by the trade-off between two conflicting objectives: efficiency (in the
optimal distribution of risk between the participants) and the incentives of the agent
(additional risk).

We show that for the contract to influence the behaviour of the accepting party, then
it must pay him more when the results are a good ‘signal’ (they ‘inform’) that his de-
cision was the required one. The incentives of the agent must be linked to just how in-
formative the result is that the decision taken (the effort exerted) was that which the
principal wanted.
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3.1 Introduction

In Chapter 2 we studied a simple relationship between two participants, based
on one, the principal, contracting the other, the agent, to exert an effort, or to
take some sort of decision, in exchange for a monetary payment. We analysed
the reference situation in which both participants have the same information,
with respect to the variables and functions determining the relationship (such
as the production function, or the distribution of the random variable), and
with respect to identities (both know the utility function of the other) and be-
haviour (the relevant decisions of the participants are observable). However, it
is easy to think of situations in which the information of the parties to a con-
tract is not symmetric. It is also easy to imagine that the party who has an in-
formational advantage will try to use it to his benefit.

In this chapter we will concentrate on a certain type of informational asym-
metry, having to do with the behaviour of the agent during the relationship. As
of now, we shall assume that the agent’s behaviour is not observable by the
principal, or, if it is observable by the principal, it is not verifiable (for a court of
law). This asymmetric information problem is known as moral hazard. We
shall continue to assume that all other ingredients of the problem are sym-
metric information. That effort is not verifiable means that it cannot be in-
cluded in the terms of the contract, since if it were, in case of breach of contract,
no court of law could know if the contract had really been breached or not.

Let us consider a few examples that describe the type of situation that we
want to analyse. In labour contracts, it is common that the effort (or a part of
the effort) of the workers is not a verifiable variable. In these cases the contract
cannot include clauses of the type: ‘if I see that you have exerted a lot of effort
then your wage will be greater than if you slack), since it is very difficult, if not
impossible, for the firm to prove that the worker has indeed slacked. In the
same way, the level of investment of firms in a specific project is a very difficult
variable to quantify, and so a government that regulates these firms will, on
many occasions, not be able to use this information when it establishes the op-
timal regulation policy. It is also very difficult for an insurance company to
observe just how careful a client has been in order to avoid accidents, and so
neither the coverage nor the premium can depend on this information.

Even though the agent’s effort is not verifiable, and so cannot be used as a
contracted variable, we assume that the result of this effort is verifiable at the
end of the period. Consequently, the result obtained will be included in the
contract that stipulates the agent’s pay-off. In the above examples this means
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that a worker’s wage will depend on the sales or the production achieved, that
the amount the government pays a regulated firm could depend on its sales or
its profits, or the terms of an insurance contract may depend on the number
and importance of the accidents that the client suffers.

The general scheme of the game that we will be analysing is shown in Figure
3.1. Chronologically, in the first place, the principal decides what contract to
offer the agent. Then the agent decides whether or not to accept the relation-
ship, according to the terms of the contract established by the principal.
Finally, if the contract has been accepted, the agent must decide the effort level
that he most desires, given the contract that he has signed. This is a free deci-
sion by the agent since effort is not a contracted variable. Hence, when she de-
signs the contract that defines the relationship, the principal must bear in
mind that, after signing the contract, the agent will choose the effort level that
is the best for him personally.

.
-

P designs the A either A supplies N plays Outcome
contract accepts non-verifiable and
or rejects effort pay-offs
Fig. 3.1

In order to understand the nature of the problem facing the principal, con-
sider what would happen if she proposes the efficient contract (the solution
found in Chapter 2) when the agent’s effort is not a contracted variable. Con-
sider the case of a risk-neutral principal and a risk-averse agent. Recall that in
this case, the symmetric information optimal contract is for the principal to
completely insure the agent. However, if the agent’s effort is not observable,
once he has signed the contract he will exert the effort level that is most
beneficial for himself. Since the wage is independent of the result, the agent is
in a situation in which his wage does not depend on his effort, and so he will
use the lowest possible effort. Consequently, the principal will obtain a lower
expected profit than that corresponding to the symmetric information situ-
ation since the agent’s effort is different (less than) the efficient level.

With a contract based on a fixed wage, the agent’s behaviour will always be
the same: he will choose the smallest possible effort. The principal will anticip-
ate this reaction, and so if she proposes a contract based on a fixed pay-off, she
will choose the wage that exactly compensates the agent for the effort he uses.
Therefore the wage will be wMIN, as defined by
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WMIN = 311 (U + v (MIN) ),

where eMIN is the smallest possible effort.!

Is it impossible to achieve greater effort than e!N under contracts that com-
pletely insure the agent. However, the principal can make the agent ‘interested’
in the consequences of his behaviour, by making his pay-off depend on the re-
sult obtained. In order to understand how this works, consider the follow-
ing: in spite of the principal’s risk-neutrality and the agent’s risk-aversion, a
franchise-type contract is signed under which the agent buys the production
from the principal. In this case the principal receives a fixed payment and the
participant who accepts all the risk is the agent. Obviously, the agent is now in-
terested in the result. However, given the differences in the objective functions,
he is not interested in the result in the same way as the principal. Besides, the
franchise contract was also a possibility in the symmetric information case. If
the principal did not use this contract format, it was because the agent does not
enjoy taking risks and he is not prepared to pay too much to accept the risks
involved. This is why the franchise is not efficient. A franchise gives the agent
incentives (although perhaps not the best ones), but at a very high cost.

Even if a franchise does not appear to be the best solution to our current
problem, it does make one of the characteristics of moral hazard models rather
evident: the trade-off between efficiency, in the sense of the optimal distribu-
tion of risk, and incentives. This trade-off is what is defined by the optimal con-
tract in this type of situation. Throughout this chapter we will be interested in
studying the characteristics of this optimal contract.

3.2 The Moral Hazard Problem

In order to study the optimal contract under conditions of asymmetric in-
formation with respect to effort, we need to formally define the problem. We
will use the model of Chapter 2, but always bearing in mind that since effort is
now not a verifiable variable the principal cannot include the effort level in the
terms of the contract. In other words, the principal can ‘propose’ a certain ef-
fort, but she must make sure that this is precisely the level that the agent wants

1 We can always assume that there is 2 minimum effort level for the agent that may be eMIN =0,
which is doing nothing, or eMIN =‘go to work’ (not going is easily verifiable). A second way of inter-
preting the effort level eMIN is to consider that the principal and the agent do not have completely
conflicting objectives. It is possible that the agent gets some utility from his work, but only up to a cer-
tain effort level. We assume that the level that the agent is willing to spontaneously offer is eMIN, The

agency problem turns up in this case since the principal would like the agent to offer an effort greater
than his spontaneous level.
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to exert. The idea is to solve the game shown in Figure 3.1. The natural solution
concept is subgame perfect equilibrium. The final stage of the game—and this
is the fundamental point of the moral hazard problem—is that in which the
agent chooses the effort he will exert. This choice can be written as:

ec arg Max { > pi(& u(w(x))-v(8)}, (3.1)
é i=1

This condition is what we shall call the incentive restriction, or the incentive
compatibility constraint. This restriction reflects the moral hazard problem:
once the contract has been accepted and since effort is not verifiable (it is not
included in the terms of the contract), the agent will choose that level of effort
that maximizes his objective function.

In the second stage of the game, given the effort that he will exert and the
contract terms, the agent decides whether or not to accept the contract that the
principal is proposing. Formally,

ﬁ,pi(e) uw(x))-v(e2U. (3.2)

We shall refer to this restriction as the participation constraint, or the individ-
ual rationality condition, and it was present in the symmetric information
framework. Equation (3.2) reflects the fact that the agent can always reject the
contract if what he gets by signing it is not at least equal to what he can obtain
from the alternatives in the market.

In the first stage of the game, the principal designs the contract, anticipating
the agent’s behaviour. Formally, the contract that the principal proposes is the
solution to the following problem:

Max 3 p(e) Blxi-w(x))
[e’{w(xi)}izl ...... n] =1
[P31] s.t. ip,-(e) u(w(x))-v(e)2U (3.2)

e € arg Max {ﬁpi(é) u(w(x) )—v(é)} (3.1)
e i=1

where the first restriction is the participation constraint (3.2) and the second
is the incentive compatibility constraint (3.1).

When the agent can choose between a finite, but large, number of effort lev-
els, or when effort is a continuous variable, this problem is difficult to analyse
and poses solution problems. We will consider these problems later on. First,
we look at the conclusions we get in a simpler framework that is easier to
analyse.

40

The Moral Hazard Problem

3.3 The Agent Chooses between Two Effort Levels

Many of the conclusions of more general models can be obtained by studying
the problem in which the agent can choose between only two possible effort
levels, high (H) and low (L). This case is easy to analyse. We shall also assume
that the principal is risk-neutral. This hypothesis simplifies the analysis and,
above all, allows us to determine the effect that the asymmetric information
has on the form of the optimal contract since under symmetric information
the optimal contract is a fixed payment to the agent. Any deviation from this
contractual form is due to the existence of the moral hazard problem.

The other case that is easy to solve is that in which the agent is risk-neutral.
However, this situation is not interesting since a franchise, that is to say, the
same contract as in symmetric information, solves the problem. This case does
not allow us to see how information influences the optimal contract, since the
asymmetry in this situation is inoffensive.2 Consequently, we concentrate on a
relationship involving a risk-averse agent.

We assume that effort can only take two possible values: e € {ef, eL}. The
level ef represents the situation in which the agent works hard, while exerting
el, means that he is being lazy or slacking. Naturally, the disutility of effort is
greater when the agent works hard than for a lazy agent: v (ef) > v (eL). In the
interests of simplicity, we order the set of results X from worst to best: x; < x,
<. . .<x, Let pH=p,(etl) be the probability that the result will be x; when the
agent offers high effort, forall ie {1,2,. . ., n}.In the same way, we denote by
pi = p; (eb) the probability that the result will be x; when the agent offers low
effort. We assume that, for all results, these probabilities are greater than zero.
Finally, the principal prefers high effort to low. One case in which productivity
is greater given high effort than given low effort is when pH first order stochas-
tically dominates pL,3 that is,

k k
Y pH< X pl, forall k=1,...,n-1.
i=1 i=1

This inequality represents this fact that bad results are more likely when the
agent is lazy than when he works hard. Or, in other words, it is easier that the
result is greater than x, (for any k < n) when effort is high than when it is low.
Itis obviously true that X, pH=3%,7, pL=1.

2 See Harris and Raviv (1978) and Shavell (1979). See also Complement 3.
3 In the two-effort case, el and ef, if the set of results is continuous, it is said that ¥ (x) domin-
ates fL (x) following the first-order dominance criterium if FH (x) < FL(x).
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It is easy to understand that, if the principal demands low effort, then no
true moral hazard problem exits. It is enough to pay the agent a fixed amount,
the same that he would be paid under symmetric information in order to
guarantee him his reservation utility level, and the agent will choose eL. To see
this, note that given a fixed pay-off, the agent will always choose the minimum
effort level, since this will maximize his utility (it minimizes his disutility of ef-
fort). Therefore, the optimal contract under symmetric information for e,
which was to offer the agent the fixed wage wl = ut (U + v (el) ), satisfies the
incentive compatibility constraint only if the principal indeed demands the ef-
fort level el

u(wh) —v(el) 2 u(wk)—v(et).

The symmetric information contract continues to be optimal in this case.

The problem becomes interesting if the principal demands e (which will
be the case when the good results are very attractive, or in other words, when
x; is large for large i). As we have pointed out earlier, any fixed payment (even
that which is optimal under symmetric information for eH) will only get the
agent to choose eL. In order that the agent chooses el we need to search for a
contract under which his pay-off depends on the final result achieved. In this
case, the incentive compatibility constraint is written as follows:

n 1

2 pHu(w(x))~v(en) = X pLu(w(x))-v(el),

i=1 i=

which can be written as,
2 [pH-pHu(w(x)) 2v(et)—v(el). (3.3)
i=1

Condition (3.3) has a very intuitive interpretation. The agent will choose ef-
fort level ef? if the expected utility gain associated with this effort is greater
than the implied increase in cost (disutility).
In order to calculate the optimal contract under which the agent chooses
high effort, the principal must solve the following problem:
Max % P [x;—w(x)]
{W(x,')},': Lo i=1

[P32] s.t. aniH u(w(x))—-v(eh2U (3.4)

M=

[pH-pH u(w(x)) Zv(ed)—v(el). (3.3)

i=1

i
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We now search for the contracts that are candidates for the solution to prob-
lem [P3.2], that is those points that satisfy the Kuhn—Tucker conditions of the
problem. The Lagrangean of the system is:

L(iwlhw) = Sp L w] + 3 [ T w () -v (&) - U]
i=1

+1[2 1pA-pH ulwx) - v (e + v ()],

Differentiate the Lagrangean with respect to the wage w(x,), foralli=1,...,n.
The first-order conditions are:

—pH+APHU (w(x)) +u[pH-pH v/ (w(x))=0, foralli=1,...,n,

which reduces to,
H

pi —
u (wix))

Summing equation (3.5) from 7= 1 up to i = n, and bearing in mind that
L pH=X.2 pl=1,weget:

ApH+pu[pH-pl], forall i=1,...,n. (3.5)

n PH
A=Y —E >0 (3.6)

i (w(x))

(we should point out that, in spite of the incentive constraint not being a
concave function in wages, the solution of the first-order conditions is a
maximum).4 Therefore, the Kuhn-Tucker condition with respect to the

4 To show that the solution of the first-order conditions is a local maximum, we can write the
Lagrangean as:

i_)nllpf’[x,-—w(x;)] + 2; A pH+u (pH-pB] u(w(x) )= Av(eD)—pv(et)
B " +pv(el)-AU.

The second derivative of this Lagrangean with respect to w (x;) is:
A pH+p (pH-pH W (w (x) ),

which is always negative at the points that satisfy the Kuhn-Tucker conditions, since at these points
equation (3.5) gives A p7+ 1 (pf1— pL) > 0. Also, the crossed second derivative is always zero. Hence
the Hessian of the Lagrangean at a point that satisfies the Kuhn~Tucker conditions is always definite
negative. This guarantees a local maximum.

In fact, using a trick provided by Grossmann and Hart (1983), we can even show that the first-order
conditions characterize a global maximum of [P32]. In order to prove it, the programme should be
transformed before it is analysed. Let denote u;= u(w (x;) ) and then w (x;) = w1 (u;). Note that o1 ()
is convex. Substituting these expressions in [P32], we have a concave programme with linear con-
straints. For this programme, the Kuhn-Tucker conditions are necessary and sufficient for a max-
imum. Therefore, the first-order conditions on u; characterize the global maximum, and note that
they correspond to (3.5) once we substitute back u; by u (w (x;) ).
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participation constraint multiplier (that requires that A > 0) is satisfied, and we
have shown that the participation constraint binds (it holds with equality).5

The properties of the optimal contract can be more easily deduced if we
rewrite the first-order conditions (3.5) in the following way:

L

#1*_=>‘+u[1_p' ] forall i=1,...,n.6 (3.7)
v (wix)) P; :

Note that from this equation it is easy to see that ju # 0. This is because if . = 0,
then (3.7) indicates that w (x;) would have to be constant, as for the symmet-
ric information case. However, if this happens, the incentive compatibility
constraint cannot be satisfied: the left-hand side is equal to zero, while the
right-hand side is strictly positive. Besides, as we have repeatedly pointed out,
a constant wage will only buy the lowest possible effort level.

The Kuhn-Tucker conditions impose that the multiplier p associated with
the incentive compatibility constraint must be non-negative. Therefore, [ is
strictly positive. The fact that L > 0 (the shadow price of the restriction is
strictly positive) means that the existence of the moral hazard problem implies
a strictly positive cost to the principal. The principal’s profits are strictly
greater when information on effort is symmetric than when she faces a moral
hazard situation.

Since i > 0, the agent’s wage varies according to the result obtained. In par-
ticular, the wage will be greater the smaller is the ratio p/pH. The greater is
this quotient the smaller will be the right-hand side of the condition (3.7). If
the left-hand side becomes smaller, the denominator must increase, which in
turn requires that w (x;) increase since #' is decreasing. The ratio pt/pH is
called the likelihood ratio. It indicates the precision with which the result x;
signals that the effort level was efl. The smaller is the likelihood quotient, th.e
greater is p H with respect to p/, and so the signal that the effort used was eflis
stronger. In other words, a reduction in the likelihood ratio is an increase in the
probability that the effort was eH when the result x; is observed. Therefore, the
wage must be greater if we want the agent to exert high effort. Think, for ex-
ample, of a situation in which (within the set of results) the probabilities

5 We note that this property, which is easy to establish for the class of utility functions of the agent
that we are considering, is not necessarily satisfied in other contexts (although such contexts are rare).
When the agent’s utility function is additively separable in pay-off and effort, as is the case 9f the
model we are using, the agent’s risk-aversion is independent of the level of effqrt 'that he exerts in the
relationship. Therefore, if the participation constraint were not binding, th§ pr1nc1pal could red}]ce all
the wages, respecting the distances between the utilities that the agent gets in the dlffe_rgnt contingen-
cies, and the incentive constraint would continue to be satisfied. When the agent’s utility is not sepa-
rable in wage and effort, this [ast statement need not be true, and we cannot initially be sure that the
agent’s participation constraint will bind.

6 If we had assumed the principal to be risk-averse, the equation would be unchanged except for the
left-hand side which would become B’ (w (x;) )/« (w(x;) ) instead of 1/4’ (w (x;) ) .
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depending on the effort of result x;are p' = 0.9 and p} = 0.01, while result x;
has the following probabilities p;H = 0.001 and p;L = 0.8. Common sense indi-
cates that if the principal wants to induce the agent to exert effort e she must
associate a premium with the observation of x;, and a punishment with the
observation of x;.

If the principal, being risk-neutral, pays the agent according to the result, it
is only to give him incentives. Hence she must consider finding an equilibrium
between the benefits from insuring the agent, as in the efficient solution, and
those available from him having the correct incentives. To satisfy this object-
ive, in the contract she uses the only verifiable variable as a source of informa-
tion on the agent’s behaviour. The principal uses the result in this case with a
similar objective to that of statistical inference. The benefit of introducing the
result in the contract is the information that it provides on the agent’s effort.”

An example may help to clarify this point. Assume that no variables relevant
to the agent’s behaviour are observable and able to be included in the contract.
The weather is verifiable, but the agent cannot affect it through his effort, and
it has no influence on the agent’s performance. The principal could make the
agent’s wage contingent on the result of the random variable ‘weather’, Is she
interested in doing this? No. By doing so the only effect is to make the agent’s
wage variable, but it varies according to something that the agent, or his be-
haviour, cannot influence. Therefore, this variable has no value as a means of
giving the agent incentives, but rather only introduces more risk into the rela-
tionship. This increased risk means that the agent will require a higher wage in
order to participate, and it has no effect whatsoever on his incentives.

This conclusion is altered when the result is a verifiable variable and the
weather has some influence over it (as is the case of agricultural produce). In
spite of the fact that the agent’s effort does not influence the weather, it does
provide information on the result, and so should be taken into account in the
optimal contract. A good harvest is generally a much stronger signal of high ef-
fort if the weather has been bad than when the weather has been ideal. The op-
timal payment to an agricultural worker who obtains a good harvest should be
greater for bad weather than for good weather.

A fundamental aspect of the optimal scheme is that the wage should not de-
pend at all on the value that the principal places on the result. This is due to the
fact that this valuation is independent of the effort exerted, and therefore is not
informative as to effort, and does not serve as an incentive for the agent. On the

7 This is the only value of the result in a moral hazard situation in which the principal is risk-neu-
tral and the agent is risk-averse. In Chapter 2 we have shown that when both participants are risk-
averse, the result enters into the optimal symmetric information contract, the objective being the
optimal risk-sharing arrangement between them. If we have a moral hazard situation in which both
participants are risk-averse, the result will form a part of the contract for two reasons: to achieve the
optimal distribution of risk and to provide incentives.
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other hand, the result is valuable as an informative device as to the agent’s
behaviour. The pay-offs are related to this information and will increase in the
result so long as a greater result is associated with greater effort. Is it always op-
timal that the wage be increasing in the result? No. For example, situations
exist in which the principal wants the agent to choose an effort whose possible
consequences are a huge success or a dismal failure, both with significant
probability, and with no intermediate results being very likely. In this case the
optimal contract should pay more for low results than for intermediate ones.
The contract’s objective is not the optimal risk-sharing arrangement, but
rather it is a device to give incentives.

The necessary condition for a better result to give abetter wage is that p /p H
be decreasing in i. In statistics, this is called the monotonous likelihood quotient
property. It should be pointed out that it is a strong condition. The hypothesis
of first-order stochastic dominance, X;%, pH<Z;2, pk for all k = 1,.

n — 1, does not guarantee the monotonous likelihood property. However, if
this property is satisfied then w (x;) increases with i. Formally, from condition
(3.7) we obtain:

b

i (w(x)) = —
k+u[ p,]

1

which can be rearranged to get

wix) = [
k+u[1—P’}

In this equation it is easy to see that for those results x;such that pL= pH, w (x;)
= (i )1 (1/\) = w. We can take this value as a reference. For the x; such that
pHpH>1,wehave w(x) <w (remember that ' is decreasing), and for those
x;such that p1/p.H < 1 (indicating that it is more probable that e = eff), we have
w(x;) > w.

Before continuing with the discussion on the characteristics of the solution
to moral hazard, we note with respect to the above arguments that the prin-
cipal in fact does not carry out statistical inference since it is she who effectively
chooses the agent’s effort by solving problem [P32]. Hence she will know with
certainty how the agent will behave. If the agent’s wages depend on the result it
is because this is the only way to influence his effort, not because the effort
choice that the agent makes once the contract has been signed is not pre-
dictable.
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3.4 Solution Using the First-Order Approach

We have seen the characteristics of the optimal contract given a moral hazard
problem when there are only two possible effort variables. As we have noted,
taking the agent’s effort as a continuous variable, for example e€ [0, 1], is not
easy. Problem [P31] would imply a double maximization, which causes many
technical difficulties since one of the restrictions of [P3-1] is a second max-
imization problem: equation (3.1). This incentive compatibility constraint ap-
pears in an unmanageable form. In the first studies on moral hazard models,
this problem was overcome by substituting the maximization problem of the
agent by its first-order condition (Holmstrom, 1979). This procedure is called
the first-order approach. The idea is to substitute restriction (3.1) in problem
[P31] for the equation:

gp,f(e) u(w(x))-v(e=0. (3.8)

The problem posed by this method of solving for the optimal contract is that
(3.8) is not always equivalent to the agent’s maximization problem (3.1). The
reason is that it is only the necessary condition. In general there are more
efforts that satisfy (3.8) than those that satisfy (3.1), since it need not be a con-
cave problem. This is a serious setback since we are not discussing the proper-
ties of the solution, but rather we are introducing this equation as a restriction
in a constrained maximization problem. Therefore, we are allowing ourselves
to consider too many points, and we could end up choosing one that is not op-
timal (for more details, see complementary material 2).

When the first-order approach is correct, the maximization problem of the
principal is:

Max 3pi(8) (- w(x) )
[e’ x)r L..., n] =
[P33] s.t. zn,pi(e) u(w(x))-v(ee2U (3.2)
ép,f(e) u(w(x))-v (e)=0. (3.8)

Letting A be the multiplier for the participation constraint and p be that
of the incentive compatibility constraint, the first-order condition of the
Lagrangean with respect to the wages w (x;) tells us that:
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—pi(e+Ap;(e) u (w(x))+npi(e) v (w(x))=0.

This is the necessary condition that the optimal contract must satisfy. We also
know that this condition is sufficient for a local maximum since the Hessian at
a point that satisfies this condition is negative definite (the reason why is sim-
ilar to that developed in note 4 of this chapter). Rewriting the first-order con-
dition, we obtain the equality
1 N pi (e)
u (wix)) " JAC

Equation (3.9) implies that, when L > 0,8 that is when th.ere is a.real moral
hazard problem, the condition of optimal risk-sharing assoc1a.ted with the case
of symmetric information is not satisfied. That is, the wages.wﬂl depend on the
result obtained. The dependence of the wages on the result in turn depends on
the form of the function p; (e)/p; (e). .

Assume that p)(e)/p; (e) is increasing with 4, i =1, ..., n. In this case, the
right-hand side of (3.9) also increases with i, and so the same must h.a;')pen’to
the left-hand side. Given the characteristics of the utility function, this 1mpl}es
that w (x;) is increasing in i. The condition that the likelihood quot'ignt is in-
creasing means that a good result is a signal that, with high probablhty, g9od
effort was exerted. Or, in other words, it is more likely that when effort is high,
the result is good. The conclusion is the same as that for the two possible efforts
case. .
Finally, a comment on the effort that the principal demands o.f the agent |
under the optimal contract. In spite of the fact that problem [P33] is gene.rally;
not concave in effort, we know that a necessary condition that the optimal ]
effort must satisfy is the first-order condition of the Lagrangean with respect
to e. This condition is written as: :

(3.9)

S0 (- w () )+ [ S pi @ ulw(x)) v (9] =0,
which can be expressed as,
351 %= Sk wix) -k [Z 91 @ ulwix)) v (0] (310) |

(we have used the fact that when we derive the participfition c.onstraint \:vi.th
respect to effort, the same expression appears as for. the incentive compatlbl!-
ity constraint, which we know to be zero). What is interesting about (3.'10) is ;
that it shows the trade-off between profits (the term on the left-hand side of

8 We will not prove that y > 0, which is very intuitive but requires some calculations. Hol{nsn;)'lm
(1979) proves that f1 > 0 so long as the sum XX, p; (e ) is increasing in efork=1,...,n—1,orinothex ]
words the condition of first-order stochastic dominance is satisfied. ;
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the equality) and costs (the right-hand side). The costs are associated with how
an agent’s expected wage changes for given changes in effort and the incentive
compatibility constraint, whose shadow price is given by the multiplier .

Let’s go back for a moment to the symmetric information framework.
Equation (2.9) is, in this case, the necessary condition of problem [P21] that
the optimal effort must satisfy. In fact, had we obtained the necessary condi-
tion directly from the Lagrangean, the expression would have been:

2110 %= 3510 wix) -39 [ 3 s ulwx)) -V (0] (311

(it is easy to show that this equation is identical to (2.9) ). Comparing (3.10)
and (3.11) shows that, while under symmetric information the participation
constraint determines the optimal effort level, when there is a moral hazard
problem it is the cost implied by the incentive compatibility constraint that be-
comes the most important element in determining the effort to be demanded
of the agent.

We have already mentioned that the first-order approach is not always valid.
In complementary material 2 we illustrate graphically the problems that this
method can pose. The way to avoid these problems is either to work with
models in which the initial hypotheses guarantee that the problem is well
defined (in the sense that it is possible to apply the first-order method without
errors), or to find some other way to solve the problem. The first method con-
sists of introducing restrictions on the distribution function for the results
conditional on effort. In the following section we analyse a simple framework
in which sufficient conditions for the correct use of the first-order approach
are satisfied. The second method is what is known as a two-stage process, and
it was proposed by Grossman and Hart (1983). They showed that it is possible
to analyse the characteristics of the optimal contract independently of being
able to identify the optimal effort or not. We will not enter into their model, al-
though their ideas have been implicitly included in the analysis that we have
developed up to now.

3.5 A Simple Case with Continuous Effort

In this section we shall describe a situation with a continuum of possible ef-
forts, but which is in fact only a simple extension of the model with only two
efforts that we have already worked with. Assume that the probability function
for the agent’s effort takes the following form:
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p,-(e)=epiH+(1—e)piL,

for ee [0,1]. Hart and Holmstrém (1987) call this form the condition of linear-
ity of the distribution function. It is as if the agent could play a (random) mixed
strategy in the case of two efforts. The greater is the effort e that the agent
exerts, the closer is the probability to those of the discrete case for e, In any
case, it is only meant to be an illustrative example.

In this model the first-order approach is valid. To see this, note that the
agent’s expected utility in function of effort is:

n

EU(e)= XlepH+(1-€) pll u(w(x))-v(e)

i=1

1l

M=

1

phulw() e é[p,.ﬂ— pH u(w(x))-v(e).

Given that we have assumed v (e) 20, this expression is concave in effort since
EU" (e) = - v' (e) 0. If we also assume that the solution is interior, for ex-
ample if v/ (0) = 0 and v (1) = +oo, then an effort level satisfies the incentive
compatibility constraint if and only if it satisfies the first-order condition:

(/- pH uw(x)) =¥ (o).

Therefore, for the probability function that we are considering, problems
[P31] and [P33] are equivalent, and we can be sure that the conclusions of the
previous section are valid. The problem that the principal must solve to design
the contract is:

Max Y (ep + (1) pt] (xi-w(x))
[e’{w(xi)}izl,...n] =
[P34] s.t. _n lepH+(1-e)pllu(w(x))-v(e2U (3.12)
é[plﬂ—p}] u(w(x))-v(e)=0. (3.13)

Calling A and p the multipliers of the participation and incentive compatibil-
ity constraints respectively, we can rewrite equation (3.9), that gave us the wage
in function of the result, in the following way:

1 (p/-p/"]
W) = MR (—ep

(3.14)

If the function
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(pf - p/]
lepH + (1-e)pf]

increases in the results, that is, if it increases with i, then (3.14) indicates that
the pay-off associated with the contingencies increases with the results (recall
that we have ordered the set of results from smallest to biggest). It is easy to see
that this expression would increase in the results if p.//pH decreases in i. Hence
the condition is the same as was needed in the two possible efforts model
analysed in Section 3 of this chapter.

In the simple model that we are studying in this section, we can also think
about how to calculate the optimal effort level that the principal will demand
of the agent. Note that in problem [P34] the objective function islinear in ¢, the
participation constraint (3.12) is concave in effort, and the necessary and
sufficient condition for the incentive compatibility constraint to be concave in
eis v'" (e) 2 0. For simplicity, we shall assume this in order to have a problem
that is concave in effort. In this case, we can be sure that the necessary and
sufficient condition for an effort level to be optimal is that it satisfies the first-
order condition of the Lagrangean with respect to effort. That is:

é[p,ﬂ—p,ﬁ] (xi—w (x)) ~ L ¥" (€) =0. (3.15)

The continuous effort model that we have presented in this section is very
simple, but it does have the advantage of allowing us to discuss the same as-
pects as more general models, in which the first-order approach is applied. In
applications and exercises, we shall see that the simple conclusions we derive
from this model have important consequences in numerous relevant eco-
nomic situations.

3.6 Moral Hazard with Hidden Information

Up to now we have been considering a moral hazard problem in situations in
which the principal has no direct control over the agent’s effort. However, a
second form of moral hazard exists, to which the literature has paid scant
attention, but which deserves to be looked at here. We have defined a moral
hazard situation as one in which the agent’s behaviour is his private informa-
tion. This can be so in two ways: either because it is not observable, or because
even if it is observable, it is impossible for the principal to know if it is the
best-effort decision. In this other type of moral hazard problem, once the
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relationship is established, the agent obtains information on the environment
that will determine which effort level is the most adequate, and this informa-
tion is not observable or not verifiable by the principal (see Figure 3.2).

T T T

P designs the A accepts N chooses the state of A supplies Outcome
contract (or rejects) the world which is effort and
only observed by A pay-offs
Fig. 3.2

For example, we could consider an import-export agent who works for a
firm. The agent does not know how well the product will fare in foreign mar-
kets until he begins to work there, but according to this information he must
choose the best strategy for the firm in the foreign market. The firm (the prin-
cipal) observes the agent’s decision as to the strategy, but since she doesn’t
observe the conditions under which this decision was taken, she cannot know
if it is optimal or not. As a second example in which this type of asymmetric
information is present, consider the case of an individual who gives money to
a financial intermediary to be invested. The investment decision is observable
to the investor since he knows which shares have been bought with his money.
However, the investor cannot know if this is the best decision given the in-
formation that the intermediary has on the current stock-market conditions.

In this section we briefly present the results of this type of model, without

solving it properly. Given the similarity between these problems and those of

adverse selection, we present a problem of this type as complementary mater-
ial to Chapter 4, and we leave a second example as an exercise for that chapter.

Before beginning, we should make a comment and a distinction. At the mo- ]

ment of the signing of the contract, the agent does not know the conditions
under which he will carry out his tasks, but he does know these conditions
before exerting any effort. Therefore, the agent learns if he has had good luck
(the conditions are favourable) or bad luck (unfavourable conditions) before
taking any effort decisions. Given that he will normally get less utility in the
second case than in the first, and since the principal cannot observe the con-
ditions under which he works, it is possible that when he obtains the informa-
tion, he may repent having accepted the job in the first place (his expected
utility may be less than his reservation utility). Depending on the institutional
conditions under which the contract was signed, it is possible that if the agent
has bad news with respect to the conditions, he may break off the relationship.
For this reason there are two types of model: those that include an ex ante
participation constraint (that is, given the expected utility at the moment at
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which the contract is signed, if the agent accepts he cannot break off the con-
tract at a later date), as has been the case up to now, and a second class of model
that includes ex post participation constraints (one for each contingency) so
that the agent gets an expected utility never less than his reservation utility in
all contingencies.

Let us describe a model that reflects the type of situation that we want to
analyse. Assume that after having signed the contract the agent learns, for ex-
ample, whether the job is easy or arduous, or whether the market conditions
are good or bad. We denote the market conditions by the variable 6. A high
level of 6 (6 = 0G) indicates a favourable situation, while any effort decision
will be more costly to the agent if the value of 0 is low (6 = 85, where 68 < 66).
In order that the model be simple, we assume that the agent exerts a total effort
of E, but that this effort is more costly under unfavorable market conditions. In
particular, E = 0 + ¢, where the decision on e implies a disutility to the agent,
but the 6 part doesn’t. The agent chooses the costly part of effort, e, contingent
on the information he learns on 6. It is only after the contract has been signed
that the agent (and not the principal) learns the true value of 6, 03, or 66, The
principal observes the total decision E, but since she is unable to distinguish
the market conditions, she does not know if the agent has exerted high or low
effort. For example, in the case of the import-export agent, the firm knows
how many clients the agent has achieved and what was the transaction price,
but does not know if the agent had to work hard to get this result, or if it was
very easy (in which case the agent should have been able to get more clients
since the conditions were favourable).

In symmetric information, that is, when the principal observes the state of
nature 0 and the total effort E, she knows the costly effort: e = E — 0. Let’s
assume that the principal’s profits are just the total effort E=0 + ¢. In this case,
in the optimum the marginal product should equal the marginal cost (see the
complementary material of Chapter 4 for more details). The marginal product
of eis 1, while the marginal cost depends on the disutility of effort and the form
in which the wage affects the agent’s utility (but it does not depend on ). The
optimal effort is therefore independent of 0 ; e* (88) = ¥ (0G) = e*. Besides this,
since the agent is risk-averse, the optimal contract requires that in both con-
tingencies he receives the same wage w*. It is easy to show that the optimal con-
tract (e*, w*) must satisfy the efficiency condition: #' (w*) =+ (e*). Note that
this contract leads to two different total efforts, EB = 0B + ¢* < 6C + ¢* = EG,
Now, if the principal observes the agent’s effort decision E, but not the con-
ditions under which this decision was taken, we have a moral hazard problem.
If the principal offers a fixed wage, whenever the agent observes 06 he will be
interested in exerting an effort e less than the optimum, and then telling the
principal that the market conditions were unfavourable (8 = 88), and so his
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decision was EB. This is true because if the agent takes the total decision EB
when the conditions are 66, the cost is determined by e= EB—0G < EB—- 9B = ¢¥,
from which the disutility of effort will be less than had he exerted, e*, thus
giving him greater than reservation utility.

When the moral hazard problem appears (whether under the ex ante or the
ex post incentive constraint), the contract has the following characteristics.
The principal demands a different effort e according to the information the
agent has. In particular, when the agent learns that the conditions are good, the
contract will lead him to exert an effort of ¢S such that the efficiency condition
is satisfied, u' (w©) = v/ (€6), where wC is the wage that the principal pays him
in this situation. On the other hand, a distortion is introduced with respect to
the effort demanded when the market is bad, since ' (eB) < 4’ (wB). The object-
ive of this distortion is to make this contract less attractive to the agent when
the market situation is good.

When the participation constraint is to be satisfied ex ante, that is, when the
agent cannot break off the relationship once the contract has been signed, the
utility that he gets under good market conditions is greater than his utility
under bad market conditions. However, on average, the utility will be equal to
the reservation level. In the case in which the agent can break off the relation-
ship, that is, if the participation constraint is to be satisfied ex post, the agent
gets expected utility greater than the reservation level. He will get U when the
market situation is bad, but his utility will be greater than U if the situation is
favourable. This case brings us close to the conclusions of adverse selection
models, as will become clear in the next chapter.

The existence of a moral hazard problem with hidden information intro- ;

duces important inefficiencies into the contract that the principal offers the
agent. On the one hand, the principal distorts the contract when the market .
conditions are bad, thereby provoking an inefficient effort in this case. On the
other hand, the agent obtains utilities that differ according to the state of the
market. As we know, this is also inefficient when the agent is risk-averse and the
principal is risk-neutral.

3.7 Some Comments on Simple Moral Hazard Models

The conclusions of the models analysed in this chapter are very simple, but

they do give a good general idea as to many aspects of the relationships and

N
¥

they do explain many of the characteristics of the optimal contract. Here we
briefly discuss a few of these characteristics.
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3.7.1 The value of information

The moral hazard problem implies a cost to the relationship, since it leads to a
worse situation than that obtained under symmetric information. In order to
alleviate this problem as far as possible, the principal is interested in any signals
that reveal new information on the agent’s effort (Holmstrém, 1979). This
means that the contract can be contingent on many things, not only the result
of the relationship. Any information related to the state of nature is useful,
since it allows better estimations of the agent’s effort thus reducing the risk
inherent in the relationship. This result is known as the sufficient statistic result,
and it is perhaps the most important conclusion in the moral hazard literature.
Its empirical content is the following. A contract should exploit all available
information in order to filter out risk optimally. (Not in order to better infer
the agent’s effort, since the principal knows the agent’s effort with certainty in
equilibrium.) The sufficient statistic result has as a consequence, for example,
when a principal enters into a relationship with more than one agent, she may
take into account the results of all of them when paying each one. This is the
case when the result of one agent provides information on the state of nature
affecting another agent.

All information on the effort of the agent is valuable since it allows the cost
of the contract to be reduced. Therefore the principal is willing to pay to get
this information. Control activities that do not affect the result may be useful
(even if they are costly) so long as they act as signals on the effort exerted by
the agent. The usefulness of the control system will depend on the degree of
information that it gives on the behaviour of the participants. Of course, the
intensity of the control chosen by the principal will depend on the trade-off
between the associated costs of the control and the benefits of the information
obtained on the agent’s effort.

3.7.2 Mechanisms based on severe punishments

Sometimes contracts include very severe punishments when certain results are
obtained. This occurs when these results are a perfect signal that the effort is
not that demanded (Harris and Raviv, 1979). For example, even if it is difficult
to prove that a worker has worked hard or has slacked, it is easy to know if he
has appeared on the job. If the worker has not even gone to work, then the
principal can conclude that without doubt his effort has been low (or zero).
Therefore, contracts can stipulate that not coming to work will result in being
fired (a very severe punishment). Notice, however, that severe punishments are
not intended to be implemented: they work as a threat. We could say that only
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abad coachman has actually to use his whip, for a good coachman the threat is
sufficient.

If the principal has access to a perfect signal on the agent’s effort, she will be
able to reach the first best using enough severe threats, so there is no moral
hazard ‘problem’. It is for this reason (to avoid perfect signals) that we have as-
sumed that all results have a strictly positive probability under any effort level.

In many relationships, a perfect signal on the agent’s behaviour is only ob-
tainable through the use of a control system. In this case, we should find a
trade-off between the frequency with which the control is used and the pun-
ishment. The more often the control is used, the less interested will the agent
be in offering low effort, and so the punishments required so that he will not
deviate are small. However, if the control is carried out infrequently, then the
punishments required will have to be very severe in order that the agent is dis-
suaded from slacking on the job.

3.7.3 The strategic effects of contracts

In the study that we have carried out on optimal contracts for the agency
relationship, we have not taken into account the possible effects that the deci-
sions and actions of the participants may have on third parties. For example, in

applying the analysis to contracts between shareholders and managers, we did

not take into account how the contracts would affect the production decisions

of the firm’s competitors. This is not important for two types of situations. The
first is when the relationships do not affect, and are not affected by, third-party §
decisions. For example, in a monopoly firm, the manager’s contract searches

only for internal efficiency, i.e. to solve in the best possible way the incentive

aspects. The second type of situation for which third parties are irrelevant is
when there exist conditions close to perfect competition. That is, when the size §
of the relationship under consideration is very small compared to external §
interrelationships, then the internal aspects will be more important than the 4

strategic ones.

However, the strategic aspects become much more relevant in those cases in §
which the decisions of others (normally rivals) is affected by the contract
signed by the principal and the agent. In such a situation a contract is not only
an incentive device, but also is an attempt to influence the behaviour of third

parties. Vickers (1985), in a symmetric information framework, analysed the

strategic value of contracts. He showed that shareholders are interested in
paying their managers according to the results obtained with the objective of §
making their competitors produce less, or set higher prices. Also Salas Fumds
(1992) and Fauli (1995) explicitly introduce both ingredients into their model. 4
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Their fundamental goal is to analyse how strategic interests influence the op-
timal incentive contracts between shareholders and managers.

Hence we should take into account the fact that the conclusions arrived at in
this chapter may well be affected if the strategic aspects of the contracts are
important.

3.7.4 What happens when it is the agent who offers
the contract?

In this chapter, as is usual in the literature, we have always assumed that it is
the principal (the owner of the relationship) who offers the contract, and that
the agent can only accept or reject it. However, in certain real-life situations the
opposite occurs: the person who will carry out the job is the one who offers the
contract to the owner of the relationship. In this case, the principal still gets
the result of the relationship, but can only accept or reject the agent’s proposi-
tion. The conclusions obtained in this framework are exactly the same as in the
models presented in this chapter (in the same way in which in the definition of
a Pareto-efficient situation it doesn’t matter if one maximizes the utility of one
individual under the restriction that the other gets a certain utility level, or vice
versa). When the agent designs the contract, he must take into account the fact
that the principal will only accept believable contracts, that is, those contracts
under which the agent will effectively offer that effort that he announces in the
contract. In other words, the same trade-off between incentives and efficiency
appears, and the characteristics of the optimal contract are the similar. The
only difference is that it is the principal (instead of the agent) who is put at her
reservation utility level.

3A Complementary Material

3A.1 A geometric illustration of the moral hazard problem?

In order to graphically present the moral hazard problem, we consider a rela-
tionship between a principal and an agent with only two possible results: one
high, x), and the other low x,, with x, > x,. The probability with which they
each occur depends on the agent’s effort, ¢, and a random state variable. We

( 9 In the same way as for Ch. 2, this graphical representation is based on the article by Ricketts
1986).
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assume that the agent can only choose between two possible effort levels, eff
and eL. We denote Prob [x= x, | e ] = pHand Prob [x=x, | e/ ] = 1 — pf. In the
same way, Prob [x=x, | el ] = pLand Prob [x= x; | e ] = 1 — pL, and we assume
that pH > pL. The agent’s utility is of the form U (w, e) = u (w) — v (e), with the
same assumptions as in Chapters 2 and 3, and with v (eH) > v (el) . The princi-
pal is risk-neutral.

In Chapter 2, we showed the optimal symmetric information contracts in
the Edgeworth Box. Now we shall draw the optimal choice for the moral hazard
problem. When the agent’s effort is not public information, the problem that
defines the optimal contract when the principal wants the agent to exert an ef-
fort of eH is written:

Max DH (s, wy) + (1 — pH) (x,— W)

[sz Wi, e}

[P] s.t. pHu(w) + (1-pH)u(w)-v(e)2U
PHu(w,) + (1—pH) u(w)) —v(ef) 2 pL u(w,)
' + (1-pL) u(w) —v(el).

Let f (w,, w,) be the set of contingent contracts (w,, w;) such that the incentive
compatibility constraint binds. That is, (w5, w;) € f (w,, w;) if the following re-
striction is satisfied:

pHu(wy) + (1= pH) u(w)) —v(ef) = pL u(wy)
+(1=pY) u(w)—v(eh). (3.C1)

For the contracts that belong to f (w, w,) the agent is indifferent between of-
fering effort level eH or effort level eL. It is easy to show that if, for a contract in
the set f (w,, w;), the wage w, is increased (an increase in the pay-off associated
with the result x,) while w, remains unchanged, the first term of the above ex-
pression will be greater than the second, while if it is w; that increases and w,
that remains unchanged, then the second term will be greater than the first.
This can also be expressed by rewriting the above condition for the contracts
in f (w,, wy) as:

HY _ (L
o) = () + v(ep;_;ie )

Condition (3.C2) is shown in Figure 3.3 (we draw the set f (w,, w;) as a straight
line for simplicity, but there is no reason to assume that it will not be curved).
In order to see how the incentives of the agent work, think about what would
be his optimal decision for a contract that is above the line f (w,, w;). These
contracts, for the same pay-off for good results (w,), pay more for bad results
(w,). Therefore, for these contracts the agent does not have much incentive to

(3.C2)
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work hard. To see this, you only need to check that the two effort levels give the
same utility only on the set f (w,, w;). Consequently, the effort that gives the
agent greatest utility if he signs a contract located above the line is ef, while
below the line he will choose the effort eH.

WA

flwywy)

v(eH)—y (el
H pL
Fig. 3.3

Concerning the principal, it is easy to show that the points at which her ex-
pected profit is the same independent of the agent’s effort choice are those that
satisfy the following equality:

P (%= wy) + (1= pH) (x,—wy) = pL (x5, — w,) + (1 - pL) (x, — wy).

This equation defines the 45¢ line in the space (x, — w,), (x; — w;). This allows
us to draw the graph of Figure 3.4 (where B will always be used to refer to the
principal’s profits). The principal is only indifferent between both effort levels

xz—wz -

Fig. 3.4
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when the contract she offers the agent is such that x, — w, = x; — w;, and so she
prefers high effort to the left of the 45° line (when the surplus from a bad result
(x; — wy,) is less than the surplus from a good result (x, — w;,) ) and low effort to
the right.

Now put both Figures together. Figure 3.5 shows the level contours of both
participants simultaneously, according to how they divide up the (random)
surplus created by the relationship. The point L represents the contract under
which the principal completely insures the agent knowing that he will offer low
effort. If the principal cannot include effort into the terms of the contract and
she offers L, the agent will spontaneously choose low effort, L. In order to see
this even more clearly, note that L is to the left of the line f (w,, w;). Of course,
the agent will only accept this contract if the indifference curve, for low effort,
is at least equal to the level U (the reservation level). On the other hand, the
point H is the contract that the principal would offer the agent under sym-
metric information if she wanted effort el. The utility level of this contract for
the effort e is also U. However, if the agent’s effort is not a variable that can be
allowed for in a contract, the principal cannot achieve her objective if she
offers contract H, since she has no way of making the agent offer high effort,
and the agent will spontaneously choose low effort since H is to the left of the
line f (w,, wy). Contract H will lead the agent to offer the effort level el since

this is the strategy that maximizes his utility (see Figure 3.5). However, this ¢

would result in the principal getting less profits than she expected.

What contract should the principal offer in order to get the agent to exert j

. .

the effort level 2 It must be a contract such that the agent will agree to sign,
and then once the relationship has been established, he must spontaneously

choose to exert efl. This implies that the principal should offer the contract H'

w,
1
OP

X,

Fig. 3.5
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X=W

Fig. 3.6

(see Figure 3.6) since it is the least-cost way of satisfying the incentive com-
patibility constraint (it is on or to the right of the line f (w,, w;) ) and the
participation constraint (it is on or above the indifference curve with expected
utility of U, assuming effort level eH).

Formally, H' is the solution of problem [P] set out above, and is expressed by
the equations:

v (ef) —v (b

u(wy) =U+v(eH) + (1-pH)

p-p*
() — v (eH)
wln) = U v(e) -p 5 gm0

Now we know which is the optimal pay-off system when the principal wants
the agent to exert low effort (point L), and which is the optimal contract should
she require high effort (point H'). The important question that remains is just
which effort level does the principal prefer that the agent exerts. In order to
decide, we only need to compare the expected profits of each alternative and
then choose the best one. In Figure 3.7 (where, in the interests of simplicity, we
have eliminated the indifference contours of the agent) we have drawn a situ-
ation in which, even though in symmetric information the principal would
choose high effort, under asymmetric information she contracts the agent to
exert low effort (the continuous line that passes through L crosses the 45° line
through origin O, below where the discontinuous line that passes through H'
does so).

In other cases, like that shown in Figure 3.8 for example, the principal will
continue to contract the agent to exert high effort, but she will obtain a lower
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Fig. 3.8
expected profit than when she could observe the agent’s effort (n.ot'e where the
different iso-expected profit curves cross the 45° line through origin Op). o
In spite of the difficulty of analysing most moral hazard proble.:ms g.raphlc- ‘
ally, the graphs of this section are useful for at least two reasons. First, smce-the 1
reference point for asymmetric information models is a Pareto-efficient g
allocation, and since this allocation is so often represented in an Edgeworth
Box diagram, the analysis that we have carried out allows us to see graphicaﬂi
the distortions generated by the informational asymmetries. Secondly, f(_)
those readers who are graphically minded, this section should be helpful in
clarifying the results obtained mathematically.
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3A.2 The problem that may be found when applying the
first-order approach

The first-order approach that allows us to study the characteristics of the op-
timal contract under moral hazard is not always correct, as was pointed out by
Mirrlees (1975). The problem that can occur is the following. Even though the
habitual hypothesis on the utility function guarantee that it is concave in
effort, the expected utility function

EU(e) = ép,-(e)u(W(x,-))—V(e),

in which effort also influences the distribution of results, will only be concave
in e under additional restrictions. It is only under these restrictions that the
first-order condition is sufficient and thus adequately resumes the agent’s
behaviour. In any other case, the first-order condition is necessary for a max-
imum, but it is not sufficient. This means that, when we use the first-order con-
dition, we are considering too many points as candidates to satisfy the
incentive compatibility constraint. In fact, some of them are not optimal, that
is, in reality they do not satisfy this constraint (they do not maximize the
agent’s utility, but rather are minima or saddle points).

The difficulty of applying the first-order approach indiscriminately can be
shown graphically (see Figures 3.9 and 3.10).10 We use the space defined by
effort and wage (using the wage as a representation of the multidimensional
payment scheme). In this space we draw the set of points that satisfy the first-
order condition of the agent’s maximization problem. That is, EE is the set of

e} E
Principal’s
c indifference curve.
e
Set of contracts satisfying
the first-order condition of
the agent’s maximization
eD ' problem.
| E’
i
|
4 -» —Payments
_wC 4
Fig. 3.9
10 This graphical illustration was proposed by Andreu Mass-Colell.
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Fig. 3.10
points that satisfies equation (3.7). If the principal chooses from this set that

contract that maximizes her objective function, she will propose contract Cto
the agent.

However, EE' does not reflect optimal behaviour on behalf of the agent J
(shown in bold print in Figure 3.10), and if the principal proposes contract C,
the agent will respond with effort el instead of eC (the wages are the same, and

effort eP is lower than effort ¢€). Hence, in fact contract Cwill not be the solu
tion to the principal’s problem. The solution is shown in Figure 3.10, where

only the true optimal choices of the agent are taken into account. Thisis dueto §
the fact that, since the agent’s preferences are decreasing in (e, —w), only the '
bold parts of EE are compatible with maximizing behaviour. The conse-
quence is that, applying the first-order approach without being sure that the
problem behind the incentive constraint is well defined can lead to incorrect :.f

solutions.!!

3A.3 The risk-neutral agent case

In note 3 it was argued that we consider the agent to be risk-averse since when §
he is risk-neutral the moral hazard problem loses its interest; it becomes ir-
relevant. Now we will prove this assertion and present a model where the agent
is risk-neutral but by adding a limited liability constraint the moral hazard §
problems recovers its interest. In this case a moral hazard situation can imply ;'
inefficiency costs (similar to the one discussed in the main text of this chapter). 3

The model we use here is similar to the one presented in Section 3. The |
effort can only take two possible values: e € {ef], el}, with ef > eL. The set og 1

11 Rogerson (1985a) obtains sufficient conditions for this problem to disappear.
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resultsis X = {x;, x,, . . . , x,,}, where results are ordered from worst to best. Let
p i be the probability that the result will be x; when the agent offers ef, while
pX denotes the probability that the result will be x; when the agent offers e, for
allie {1,2, ...,n}

Both the principal and the agent are assumed to be risk-neutral. In this case
the optimal contract under which the agent chooses high effort is the solu-
tion to:

Max iPiH[xi—W(xi)]
{W(xi)}izl,...,n i=l

s.t. ipin(xi) —v(e)>2U
i=1

é [pH-pH w(x) 2v(ef)—v(el).

Let us denote by A the Lagrange multiplier associated to the participation
constraint and {1 the one associated to the incentive compatibility constraint.
From the first order conditions with respect to the wage w (x;) (for all i e {1,
2,...,n}) itis easy to prove that (and that relies on the risk-neutrality of the
agent) A =1 and p = 0. The result A = 1 means that if we increase in one (ex-
pected) monetary unit the agent’s utility, the principal’s welfare will decrease
(in expectation) exactly in this amount. The condition pu = 0 means that the
incentive compatibility constraint is not binding, which in turn says that the
solution to the previous programme is in fact the first-best solution. The intu-
ition behind this result is simple. Given that the agent is risk-neutral, the prin-
cipal does not face the trade-off between incentive provision and risk-sharing,
since the agent can bear all the risk at no cost.

Imagine now that there is some legal precept forbidding payments under
some threshold, say wMIN, That is, a limited liability constraint must be taken
into account. The programme defining the optimal contract will now include
the extra set of constraints:

w(x)Z2wMN  forall ie {1,2,...,n}

When none of these constraints is binding, we return to the previous frame-
work. But it may be the case that the principal would need to set some pay-
ment under wMIN in order to reach the first-best solution. In this case, the
limited liability constraint makes it no longer possible to reach this solution.
In order to induce the agent to offer e, which requires certain separation
between the different payments, the principal is forced to give the agent an
Expected utility greater than U + v (eH), since payments are binding from
elow.
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Let us clarify the discussion by an example. Imagine that the set of results
includes only the two items, that we will refer to as failure and success. Let wy,
denote the payment associated with failure, and wg the one associated with
success. Assume that v (ef) =7, v (el) =0, pH = 0.9, pH = 0.1, pf=0.2and pL
=0.8. Let U= 1.In this example the incentive compatibility and participation
constraints can be written as:

0.1 wp+0.9wg—72>1

(0.1=0.8) wp+ (0.9—0.2) w27 ¢> wg—wy > 077 10.

The incentive compatibility constraint just says that the difference between
both payments must be, at least, 10 monetary units. If there is no limited liabil- -
ity constraint, the principal can set wg=9 and wy=—1 and induce the agent to
offer high effort paying him in expectation just 8, as in the first-best solution.
However, if there is some regulation stating that the minimum payment an
agent can receive is wMIN = 0, then wg =10 and wy = 0 is the least costly con-
tract inducing the agent to choose e, But this contract costs 9 to the principal,
so it is not first best (note, however, that it is still Pareto-optimal).

This kind of model has been often used since it is easy to deal with it; it
allows to calculation of the optimal contract, and integration of the moral
hazard problem in more sophisticated games with low complexity cost.

3B Applications

3B.1 Incentives for managers

In many limited liability firms, the managers do not receive a fixed payment fof
their work, but rather they are paid according to the results (such as profits or
sales). A possible explanation for this phenomenon is the existence of a moral
hazard problem with respect to the manager’s behaviour once he has been
contracted.

We analyse the problem in the case of a limited liability firm that acts ina
competitive market. The objective of the shareholders is to obtain the greatest
possible profit, and this depends on how the firm is managed. However, the‘)'
need to contract a manager to run the firm since the shareholders are nOt P
qualified to do it themselves. The problem is that the shareholders cannot con* §
trol the effort of the manager that they hire. The manager’s effort is not 3 .
verifiable variable. If the manager is risk-averse and the set of shareholders id 4

R
i
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risk-neutral, then it is efficient for the manager to receive a fixed wage for his
work. However, when the manager’s effort is not verifiable, this type of con-
tract will not give him incentives to make as much profit as he can for the
shareholders. Consequently, in this moral hazard situation, the manager
should be paid according to some other criteria (at least partially).

Assume that the manager’s utility function is of the form:

Uwe)=u(w)—-v(e),

where w represents the wage he receives and e (e > 0) is the effort that he dedi-
cates to his work (analysis of market conditions, the search for the best condi-
tions from suppliers, investment strategy of the firm, etc.). We assume that
W' >0,u" <0,v >0,v">0,v(0)=0and v (0) = 0 (this warrants that the effort
level will reach an interior solution). In order to give the agent incentives, the
shareholders can include the result of the manager’s effort in his pay-off. This
could be the firm’s profits or sales. Which variable is used depends on which
variable is verifiable. We assume that the profits or the true value of the firm are
difficult to control and that, on the other hand, sales are verifiable.
The shareholder’s profits take the form,

B(x,w)=px—cx—w,

where p is the price of the product fixed in the market, x € X represents the
sales (we will denote by X the interval of possible sales), and cis the marginal
cost, which is assumed to be constant. Sales depend on the agent’s effort and a
random variable. This implies that sales are also a random variable conditional
on effort. Assume that the density of the distribution of variable sales is f(x; ).
The problem of the shareholders in the case of symmetric information is,

Max J.[px cx—w(x)] f(xe) dx

w(x) X

sit. jxu(w(x) ) f(x¢) dx —v(e)2 L.

The first-order condition of the Lagrangean with respect to the salary, having
denoted by A the participation constraint multiplier, is:

—flse)+A v (w(x))f(xe)=0,

from which w (x) is constant. From the participation constraint, we can calcu-
late the optimal wage as w=u-1 (U + v (e) ) for all x.
Using this result, we can rewrite the shareholder’s problem as

Max _[ [px—cx] f(x;e) dx—ul (U+v(e)).
X

Consequently the optimal effort satisfies:
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_ v
(ulU+v(e))

which just says that expected marginal revenue from effort is equal to marginal
cost of effort.

In the case in which the manager’s effort is not a verifiable variable, we need
to add the incentive constraint. The shareholder’s problem becomes:

Max L[px—cx—w(x)]f(x; e) dx

fx [px—cx] f(x; €) dx -

st. [uw®)f(xe)dx-v'(e2U
X
Juw() s dx—vi0) =0,

where we have applied the first-order approach, assuming that it is valid. If we
use A to denote the participation constraint multiplier and  for the incentive
constraint multiplier, then the first-order condition for optimal wages is:

—floe)+A ' (w(x)) f(se)+pu (w(x))fo(xe)=0

from which,

B S 1612

u (w(x)) flx e
Assuming that the incentive compatibility constraint binds (see complement-
ary material 3 of this chapter), we have the manager’s wage depending on sales
x. When f, (x5 e)/f(x e) is increasing in x, for given effort, then the manager’s
wage will also be increasing in x, or in other words, he receives a bonus (poss-
ibly variable) according to sales. Recall that the likelihood quotient measures
ability to infer from sales if the agent’s behaviour has or has not been as ex-
pected. That it is increasing in x indicates that greater sales in general signal

greater effort. This property is satisfied, for example, if sales take the form x =
e+ &, where € is normally distributed.

3B.2 Fishing contracts between countries!?

The theory of contracts has many applications in the area of the environment
and natural resources. The objective of this application is to use the general
analysis in a model that reflects some of the basic characteristics of optimal
contract design for a fishery problem. This choice is justified since fishing

12 This application is based on work by Gallastegui, Ifiarra, and Macho-Stadler (1993).
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contracts between countries have experienced increasing importance since the !
Third United Nations Conference on the Law of the Sea in 1982. The con-
ference proposed the establishment of a system of property rights over fishery
resources, defining Exclusive Economic Zones as having an extension of 200
miles. In this way, 90 per cent of the world’s fishery resources became con-
trolled by coastal countries. Some coastal states (which we shall refer to as CS
as of now) have limited fishing traditions and out-of-date fishing technology,
while other fishing states (FS) that fish in waters far from their own coasts have
the adequate technologies to properly exploit the resource. Consequently, after
the conference there was a substantial increase in the number of fishing con-
tracts between countries.

We shall analyse the relationship between a CS and a FS. The assumed
(simplified) situation will be the following:

(i) The CS does not process the appropriate technology or fleet to exploit its
resources by itself (to exclusively exploit the resources). On the other hand, the
FS, while having an appropriate technology (fleet), cannot carry out any
fishing activity since it has no resources in its exclusive territorial waters (or it
has insufficient resources).

(ii) The CS cannot directly observe the effort that the FS exerts on the
resources, which implies that the contracts should be designed taking into
account the imperfect information of the CS as to the actions of the FS.

(iii) The FS does not take into account the fact that the stock of fish is a re-
newable resource the exploitation of which can generate revenues during dif-
ferent time-periods. The CS should optimally administer its resources
ensuring their conservation, demanding the most appropriate fishing tech-
niques.

A fishing contract is normally of short duration (one year) and it establishes
an amount to be paid in order to have the right to fish, and the amount to be
paid according to the catch (the levy or tax). We shall consider the form that
fishing contracts should take.

Let us assume that fishing technology implies a relationship between effort
exerted in the activity (e), the stock of fish available (X), and the final catch (x).
The stock is a renewable resource subject to its own particular laws of growth
and reproduction. Effort is an indication of the labour and capital used in the
activity, measuring such factors as the capacity of the boat, the size of the nets
used, the number of trips made, etc. This effort is not observable by the CS, al-
though the catch can be costlessly observed (for example, the fish must be un-
loaded and weighed at some particular predetermined port).

Define {el, €2, ..., em} as the set of possible efforts, where ¢ is a particular ef-
fort level. The set of possible catches is {x;, x,, . . ., x,,}, where x;is one particu-
lar catch level. Given that different environmental conditions (climate,
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location of the stock, etc.) also influence the catch, uncertainty will be mod-
elled by assuming that nature randomly modifies the result that can be ob-
tained by any particular effort level. Let P; (e) = Prob (x; e) be the probability
of result x; conditional on effort e, where we assume P; (e) > 0 for all j, ¢, and
Ej L3} P] (e) =1.

The decrease in the stock generated by fishing is a loss to the CS. We assume
that the CS (the principal) assigns a shadow price 8 (x) to a catch of x tons. If
the CS is risk-neutral, its objective function can be represented by E{ T (x (¢) )
— B (x(e) )}, where T(.) is the revenue obtained from the contract,and B (.) is
the cost to the CS of the decrease in the stock.

The FS obtains the catch by exerting an effort whose cost is represented by
the function v (e), and must pay an amount T (x) that depends on the final
catch, x. The objective function of the FS is

Uxe)=u(px—T(x))-v(e),

where pis the exogenous market price for each unit of the catch and where />
0,u” <0,v >0,v" 20. The reservation utility Uindicates the possibility of not
fishing, or of fishing in other waters.

The FS is not worried about preserving the stock level, and given that effort
is not verifiable, there is a tendency in the relationship to fish too much, as far
as the CS is concerned.!? Hence the CS will attempt, via the contract, to limit
the damage done to the stock, by inducing the FS to choose an effort level that
is lower than that which would be spontaneously chosen. Let e* be the effort
level that the CS would like the FS to exert. The contract will maximize the
profits of the CS under the usual participation and incentive compatibility
conditions.

Max  XPi(e) [T(x)-B(x)]
{T(xj)}j=1,...,n =t

s.t. in(e*) u (pxj— T(xj) )—v(eHh2U
Jj=1

3P (€9 ulpr-T()=v(e) 2 3B (e) u(px-T(x))~»(e)
Jj=1 Jj=

for all ei e*.

We note that the important incentive constraints are those that correspond to
effort levels greater than the optimum, & > e*, since this is the FS’s tendency (in

13 In this application, it is the principal who prefers low effort while the agent prefers high effort.
The moral hazard problem is just as important in this case as in that in which the opposite was true.
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the same way as in the classic moral hazard model, the agent has a tendency to
use less effort).

If we use A and i (for effort levels greater than e*, or in other words, those
that are indexed by i = *+1, ..., m) to denote the Lagrange multipliers, after
some simple calculations similar to those already done on several occasions,

we arrive at the following expression:

1 _ v Pi(e)-Pp(e)
W (px-T(x)) =h+ Zu P(e*)
forall j=1,...,n (3.A1)

In order to analyse the properties of fishing contracts it is, as always, conven-
ient to use the symmetric information situation as a base of comparison. It is
easy to see that if we solve the above problem, without taking into account the
incentive compatibility constraints, that is, if we solve the problem under
symmetric information, using A’ for the participation constraint Lagrange
multiplier, we get:

1

_ = 1.:1,..., - . 2
W (px-T(x) A forall j n (3.A2)

Equation (3.A2) implies that p x;— T (x;) must be constant, for all j, which is to
say, T (x;) = p x;— k. Note that the solution to the problem is for the unitary tax
to be equal to the market price of fish p, and for the licence k to be negative.
That is to say, the CS makes a constant payment k to the FS, and receives the
outcome. Notice that the particular form of the contract relies on the CS (the
country with resources) being risk-neutral, while the FS (the fisherman) is
risk-averse.

Under the moral hazard problem, what the FS receives depends on the
catch. To see the form of the contract, imagine two possible results, a small
catch, x;, and a large one, x,, with x, > x,. The greater is the effort exerted, the
easier it is to get a large catch, and so P, (¢*) — P, (¢f) is negative for all effort
levels e > e*, while P, (e*) — P, (i) is positive. Using equation (3.A1),and given
that the multipliers piare positive, we know that

1 1
@ (px-Tx)) (px-T(x)) "

which is to say, px, — T (%) > px,— T (x,), or:
T(x)-T(x)>pr—px. (3.A3)

Expression (3.A3) indicates that, at the optimal contract, it must be true that
when the catch is large, the FS should pay the CS more than what it earns in the
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market for having a large catch (the increase in the payment due is greater than
the increase in revenue).

This is a clear example of the incentive problem leading to a paradoxical
situation. The above contract is very strange and not very bélievable: if the FS
gets too many fish, it would prefer to throw the excess back into the sea instead
of taking it to port, since that would lead to an increase in the tax that is greater
than the market worth of the excess. Therefore, in fact the CS really cannot ob-
serve the result, it only observes what the FS brings to port, which could be less
than what was really caught. This analysis allows us to gain some insight as to
why fishing contracts generally specify (besides the payment) maximum catch
levels; the optimal payment associated with larger catches would be greater
than the market value, and so it makes no sense even to propose it.

3B.3 Moral hazard and rationing in the credit market!4

This model explains the existence of rationing in the credit market as a conse-
quence of a moral hazard problem. We say that a firm’s credit is rationed if it
cannot obtain all the money it wants even though it is prepared to pay the cur-
rent market rate of interest.

Consider a businessman who can choose between two investment projects,
which we shall denote by a and b. Both projects require an investment of Ito
be carried out. The result X, for i = a, b, is risky for both projects:

i

_ X; with probability P;
|

0  with probability 1 — P,

We assume that project a s less risky and more profitable in expected value, al-

though project b’s pay-off is greater when it is successful:
P X >ppXy>1, 1>p,>p,>0, and X,>X,.

The firm must borrow to pay the amount I. The gross interest payment, de-
noted by R, will be paid only if the project is successful, i.e. the bank cannot get
payments out of a bankrupt firm.

The expected pay-off of the businessman when project i (i = a, b) is started is:

U(R) l) = pi (Xi_ R))
while the bank’s expected profit is:
IM(R,i)=p;R-1

In other words, we are assuming that all participants are risk neutral.
14 We follow the mode! developed by Bester and Helwig (1987).
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We should point out that under symmetric information the optimal con-
tract from the bank’s point of view is to ask for R= X, and to contractually re-
quire that only project a be carried out. In this case U (X,, a) = 0, and so no
businessman earns strictly less without credit than with credit. Hence there
would be no credit rationing.

Now assume that there is a moral hazard problem in this market, in that the
debt contract cannot be made contingent on the project chosen (the choice of
project is the agent’s effort). Once the gross interest payment R has been fixed,
the firm will choose that project that gives the greatest profits. Given R, the
businessman will invest in project a if and only if:

Pa(X,~R)2p, (X, R) & Rsleta=PeXs
pa_Pb

If we denote R by
fz — ana ~“pb)(b ,
Pa—Ps

then the businessman will choose project aif R< R, and will prefer bif R> R
(for R = R the businessman is indifferent, and, for simplicity, we assume he
chooses project a).

Given that the choice of project is dependent on R, the bank’s profits are
given by:

p.R-1 if 0SR<R
nwm={ A
pyR—I if R<R<X,

(X, is the greatest amount that the businessman is willing to pay when he
undertakes project b.) The form of the function IT* (R) is shown in Figure 3.11:

L

Fig. 3.11
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We assume that we are in a monopoly situation, and that as always the bank
chooses R to maximize its profits. Therefore, the bank compares the two max-
imums of the function IT* (R): R and X,. It willset R=R if

PR >p, Xy, (3A.4)
since IT* (R) > IT*(X,). On the other hand, if
Pué <PbXb’ (3A.5)

then the optimal interest rate is R = X,

To analyse the credit-rationing problem, let’s assume that the total amount
of money that the bank can lend is fixed and equal to L, where I< L< NI. Here
N represents the number of firms. Consider firstly the situation described by
equation (3.A5), in which the optimal interest rate is R = X, In this case, the
firm’s profits are:

U(Xb, b) = Pb (Xb_Xb) = 0,

or in other words, at this interest rate firms are indifferent between loaning
money or not. Hence, there is no credit rationing.

However, in the situation described in (3.A4), when the optimal interest
rate is R = R, the profits of a firm that obtains a loan are:

U(R,a) = p,(X,— R)>0.

This means that all the firms will ask for a loan (they can earn strictly positive
profits if they get the loan), and so the demand for loanable funds is NI, whilst
the offer is L < NI There will be some firms that want a loan, and that are will-
ing to pay the market interest rate, but that will not get a loan.

There are two consequences of the moral hazard problem. On the one
hand, the market interest rate will change. It may be either less than that which
would exist under symmetric information (R < X, in the situation described
by equation (3.A4) ), or it may be greater (X, > X, if (3.A5) is satisfied). On the
other hand, the banks will voluntarily decide not to increase the interest rate,
even though there are firms that are willing to pay more than the current mar-
ket rate. The consequence is that credit rationing occurs.

One last comment with respect to the reasons behind the inefficiency result
due to the moral hazard problem. We have analysed a model in which both the
principal (the bank) and the agent (the firm) are risk-neutral. However, when
both participants are risk-neutral, the moral hazard problem does not imply
inefficiency. Why is this not true in the model that we have just looked at? The
reason is that here the type of contract that the principal can establish is re-
stricted. In particular, franchise-type contracts were not permitted since the
principal cannot establish any form of payment when the result is bad (the
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case of bankruptcy), and so the linear contract that makes the moral hazard
problem disappear cannot be used. In exercise 10 of this chapter, we analyse
what would happen if this restriction is removed.

3B.4 Introduction of know-how in technology transfer
contracts!s

Analysing technology-licensing contracts, we see the following: when the con-
tracts imply the transmission of know-how, rather than fixed payments, they
are more often based on pay-offs according to the sales achieved by the firm
that adopts the new technology. This application gives a possible explanation
for this concept, from the point of view of the theory of contracts under asym-
metric information. '

There is an important difference between patents and know-how. Patents
include a sufficiently precise legal description of the new technology. In this
way, the firm that buys the right to use a patent has good information as to ex-
actly what it is buying, and the contract can perfectly specify what will be
transacted. On the other hand, know-how is very difficult to verify and mea-
sure, and is not easy to describe in a contract. Therefore, it is possible that the
party that cedes the technology has incentives not to transmit all of its know-
how once the contract has been signed.

Consider a market served exclusively by the firm that buys the technology
(so this firm is a monopolist). The inverse demand function in the market is:

p=a-Q,

where p represents the price, Q the quantity sold, and a is a positive parameter
representing the size of the market. There exists a research laboratory (the
principal) in possession of a technology T that can be ceded to the monopolist
(the agent).!6 This technology is verifiable, which means that it can be speci-
fied in the contract, and it allows the monopolist to produce at a lower cost. At
the same time as the technology is transacted, the principal can also transmit
her know-how, but this is very difficult to measure, and so cannot be included
in the contract. The transmission of know-how can only take two values K €
{0, k}. The case K= 0 is interpreted as the know-how not being transmitted and
K= kmeans it is transmitted in a quantity (or quality) of k.

As to the agent’s cost function, C (0, 0) represents the (constant) marginal
cost of the agent when no technology is received. The case C (T, 0) corresponds

15 This application is based on Macho-Stadler, Martinez-Giralt, and Pérez-Castrillo (1996).

16 In this application the principal, the technology-ceding firm, which is the one that proposes the
terms of the licensing contract, is also the one who has a non-verifiable component in her behaviour,
and so is the one who generates the moral hazard problem.
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to the marginal cost when the verifiable part of the technology is transmitted
but not the know-how. Finally, C (T, k) is the marginal cost when both the
technology and the know-how are transmitted. We assume that the cost func-

tion is such that:

g—f < 0, C(T,0)>C(T, k).

A technology transmission contract is a pair (FK, VK), where FX represents
the fixed payment of the technology-licensing contract and VXis the variable
part, known as the royalty on sales. Denote by (Fo, V0) the contract that in-
cludes no know-how, while (F¥, V¥) denotes the contract under which the
principal, the technology-ceding firm, commits herself in a believable manner,
having effective incentives to transmit her know-how.

The objective function of the receiving firm is his profit function:

M(Q T.K)=(a-Q Q- [C(TLK) + VK] Q- F¥,
while the objective function of the technology ceding firm is:
B(Q) T> K) =F<+ VKQ_d(K))

where d (K) is the disutility (or cost) of transmitting know-how K. We assume
that 4(0) =0and d (k) =d>0.

In order to calculate the subgame perfect equilibrium we begin by looking
at how the agent firm will produce given the new technology available:

Q(T,K, V)= argmng (Q, T, K).

The optimal production decision is:

a-C(T,K)-V¥

5 .

Given the influence of the technology and the know-how on the firm’s pro-

duction, the principal must decide exactly what know-how to transmit. The

contract (F¥, V¥) would effectively lead the ceding firm to communicate all
non-patent knowledge if and only if

Fe+ VKO (T, k, V¥) —d2 Fe+ VEQ (T, 0, V), (3.A7)

Q(T,K, V)= (3.A6)

i.e. if she is guaranteed a greater profit from this strategy. Using (3.A6) and
(3.A7), we arrive at the following condition:
2d

A8
C(T,0)-C(T,k)~ (3.A8)

vk >
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In the same way, as can be expected, the contract ( F9, V0) leads the ceding firm
to not transmit know-how if:
2d

Ve s C(T,0)-C(T)k) °

In the second stage of the game, the technology-receiving firm must decide
whether or not to accept the proposed licensing contract. The agent’s reserva-
tion utility (U) is the profit obtainable if the contract is rejected, or in other
words, without adopting the new technology. Formally, the participation con-
straint is IT (Q, T, k) 2 IT (Q, 0, 0), when the contract is designed to transmit
know-how. Using (3.A6), this condition can be written as:

< [a_—C(Iz",“k)—V"T_ [a_c;o,o)]{

Similarly, if the ceding firm offers a contract under which know-how is not
transferred, then the receiving firm will accept if IT (Q, T, 0) > IT (Q, 0, 0),
which is to say,

(3.A9)

(3.A10)

P < [a—C(T, 0) —V"r_ [a=C(0,0) ]2.
2 L 2
Finally, in the first stage of the game, the principal must design the contract.
First, she will determine what is the optimal contract if know-how is to be
transmitted along with the technology, and then the optimal contract if only
the technology is to be transmitted.

To choose the best contract for the case in which know-how is not ceded,
(Fo, v0), the principal must solve:

Max FO+ V0gq(T,0, V?)
s.t.  (3.A6), (3.A9), and (3.A11).

which is just maximizing her profits under the restrictions that the quantity
that the monopolist produces be optimal for him (3.A6), that the contract will
effectively lead the principal to transmit zero know-how (3.A9), and that the
agent is interested in accepting the contract (3.A11). Given that (3.A11) binds
in the optimum (it is easy to see that its multiplier is strictly positive), sub-
stituting this restriction together with (3.A6) into the objective function, we
get that W is the solution to

(3.A11)

s.t. (3.A9)

If we derive the ceding firm’s profit function with respect to W, ignoring for
the time being the restriction (3.A9), we get
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_ [a—C(T,O)—Vo} . [a—C(T,O)—VO] v _K°<O’ for all V.
2 2 2 2

The unrestricted maximum is V0 = 0. But this maximum also satisfies (3.A9).
Therefore, the solution to the constrained problem will also be V0 = 0. The fact
that the ceding firm’s profit decreases in royalties when there is no non-
verifiable ingredient in the contract was predictable. The principal is not inter-
ested in distorting the production costs of the agent since the latter gets greater
profits if the costs are low, and the former takes her part using the fixed term of

the licensing contract, which is
[a—C(T, o)]2 [a—C(O, 0) r
Fo= - :
2 2
For the contract ( F, V) the ceding firm must solve the problem:

Max Fk+ Vkq(T, k, V¥)-d
s.t.  (3.A6),(3.A8) and (3.A10).

Solving this problem in a similar fashion to the previous one, we find that re-
striction (3.A8) binds, and the optimal contract is

(3.A12)

_ 2d
- C(T,0)-C(T, k)

vk (3.A13)

e [ a—C(I;,k)—V"r_ { a—cz(o,o) ]2

Therefore, if the ceding firm decides to transmit her know-how together
with the verifiable part of the technology, then the licensing contract should
include a royalty payment. This royalty is an increasing function of the cost of
transferring know-how (d) and decreasing in the value of the know-how (k).
This can be proved by differentiating V*, which, according to equation
(3.A13), is strictly positive. Unambiguously we have:

oV oV

54 >0 and 5k <0

This result tells us that in order for the ceding firm to effectively transfer her
knowledge once the contract has been signed, we must have V¥> 0. The intu-
ition behind this is the following. When the contract only includes a fixed
payment, the ceding firm has no incentive to go ahead and transmit her know-
how, since doing so is costly and, in this case, gives no extra profit. In order for
there to be an incentive to transmit knowledge, we require that doing so be
profitable. Hence, the payment that the ceding firm receives must depend on

(3.A14)
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how the technology is used, or in other words, how well the agent produces
and sells. For this reason the royalties are included in the contract.

We have just seen an example of the application of the techniques used in
this chapter to patent licensing contracts. This example has several particular-
ities. First, it is the principal or the ceding firm, who has unverifiable behav-
iour, and yet who proposes the contract. Secondly, the trade-off between
incentives and efficiency in this case does not imply a distortion in the optimal
distribution of risk. The reason why is obvious: in this application there was no
uncertainty. The trade-off is between the efficiency in production, which re-
quires that marginal costs not be distorted, and incentives. This leads us to set
a royalty for the case of high effort (transmit know-how), which is a conse-
quence of the moral hazard problem, and a measure of the cost of the problem.
Finally, we will return to this application of technology transmission contracts
in the two following chapters. This will allow us to illustrate the effects of each
type of asymmetric information and how a single economic phenomenon can
be analysed using one or another type of model according to its characteris-
tics. In this case, we have concentrated our attention on the consequences of
including or not know-how together with the other technological ingredients
in licensing contracts.

Exercises

Exercise 1. In 1995 the Ukrainian pole vaulter Sergei Bubka received $30,000
every time he broke the world pole vault record. The experts all agreed that he
was able to break the record by close to 10 centimetres. However, up to
September 1995, he had broken his own record 35 times, each time by one cen-
timetre. Comment on this incentive system from the point of view of the world
record achieved. Reason out the objectives that could justify offering this type
of prize to an athlete.

Exercise 2. A worker can exert two effort levels, good or bad, which induce a
production error with probability 0.25 and 0.75 respectively. His utility func-
tion is U (w, e) = 100 — (10/w) — v, where wis the wage received and v takes the
value 2 if effort is good and 0 if effort is bad. Production errors are observable
and so can be introduced into the worker’s contract, but effort cannot. The
product obtained is worth 20 if there are no errors and 0 otherwise. The prin-
cipal is risk-neutral. Assume that the worker has reservation utility equal to
U= 0. Calculate the optimal contract and the effort that the principal desires,
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both under conditions of symmetric information and asymmetric informa-
tion on the agent’s behaviour.

Exercise 3. Consider an agency relationship in which the principal contracts
the agent, whose effort determines the result. Assume that the uncertainty pre-
sent is represented by three states of nature. The agent can choose between two
effort levels. The results are shown in Table 3.E1.

states of Nature
] € € €3
Efforts e=6 60,000 60,000 30,000
e=4 30,000 60,000 30,000

Table 3.El1

The principal and the agent both believe that the probability of each state is
one third. The objective functions of the principal and the agent are, respect-

ively:
B{x,w)=x—w
Uw,e) = Yw—e2,

where x = x (e, €) is the monetary result of the relationship and w= w (x) is the
monetary pay-off that the agent receives. Assume that the agent will only
accept the contract if he obtains an expected utility level of at least 114 (his
reservation utility level).

(a) What can be deduced from the participants’ objective functions?

(b) What would be the effort and the wage in a situation of symmetric in-
formation? What would happen if the principal were not risk-neutral?

(¢) What happens in a situation of asymmetric information? What pay-off
scheme allows an effort level of e = 4 to be obtained? What pay-off scheme
allows the effort level of e = 6 to be obtained? Which effort level does the prin-
cipal prefer? Discuss the result.

Exercise4. Research and Development (R&D) subsidies can also be studied in
a moral hazard framework. There are many reasons for the government to in-
tervene in the private R&D activities of firms. It is often argued that R&D is a
risky activity and that it generates enormous externalities. This means that, in
general, the private gains from carrying out R&D are less than the social ones,
or in other words, too little research is undertaken. This is why it is often neces-
sary for the government to subsidize firms that are involved in R&D processes.
The objective of the subsidies is to give the firms incentives to undertake R&D
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to a greater degree than they would without public intervention. Now, it is also
well known that R&D is a very difficult process to control, that is, it is very
difficult for the government to know exactly how much money a given firm is
dedicating to this activity.

A subsidy is a contract between the government (the principal) and a firm
(the agent), for the firm to exert an effort (dedicate money to R&D) greater
than that which it would spontaneously exert (without a subsidy). The govern-
ment obtains utility from the result (the final technology level), since a better
technology is useful for other firms, is beneficial to consumers since it induces
lower prices, etc. The technological advances achieved are the result of an
investment of effort and random components.

(a) Where does the moral hazard problem appear in this context? In which
case would there be no moral hazard problem?

(b) Consider a subsidy that consists of giving money to a firm independ-
ently of the final result of the research. In other words, the government gives a
sum of money to the firm before the research project is begun. Comment on
this contract. What would be the effect on the firm’s decision?

(¢) The concession of patents is often taken as a sign of research success.
Imagine that the government gives a subsidy that consists of giving more
money to the firm if it gets its idea patented. Comment on this technology
policy. Is it better or worse than the previous one?

(d) Canyou think of any other forms of subsidies that might induce the firm
to invest in R&D a greater amount than what it would do without the subsidy?

Exercise 5. Drivers who have consumed a certain amount of alcohol suffer a
reduction in ability to react, and a change in behaviour. Thus there are more
automobile accidents when drivers consume alcohol. The social cost of these
accidents is very high. The principal, the social authorities, would like to pre-
vent these accidents by trying to get drivers to avoid consuming large amounts
of alcohol.

Denote by eN the action ‘drink little or “No” alcohol’ and by eB the action
‘drink too much “Booze” ’,and let P (eN) and P(eB), P (eN) < P(eB), be the prob-
abilities of having an accident conditional on the driver’s action. Given the ob-
jectives of the principal, discuss which of the following two policies would be
most adequate from the point of view of incentives:

(a) Setting up random controls to test drivers, alcohol level, and fining those
whose test gives an index of alcohol in the blood that is too high.

(b) Testing the alcohol/blood index for drivers involved in accidents, and
fining those that have an index that is too high at the time of the accident.

In order to discuss these policies, design a simple model that allows them to
be compared.
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(c) Now assume that when an accident occurs, other people may or may not
be injured, but that this does not depend on whether the driver causing the
crash is drunk or not. A political party has proposed that the fines should be b
greater when someone is injured than the fine to be paid by a drunk driver who 2
causes an accident in which no one is injured. Comment on the effectiveness of

is policy.
thl(s ;) Tlfz same political party has proposed that smaller fines should al§o be
applied to sober drivers who cause an accident. Comment on the properties of

this new proposition. . o
(€) What conclusions can we obtain from incentive mechanisms in general?

Exercise 6. Consider a relationship between a principal and an agent in which
only two results, valued at 50,000 and 25,000, are possible. The agent must
choose between three possible efforts. The probability of each of the results
contingent on the efforts is given in table 3.E2.

Results
| 25,000 50,000
Efforts el 0.25 0.75
&2 0.50 0.50
e 0.75 0.25

e

Table 3.E2

Assume that the principal is risk-neutral and that the agent is risk-averse,
with their respective preferences described by the following functions:

B(x,w)=x—w and U(w,e)= Vw —v(e)

with v (1) = 40, v (e2) = 20, and v (€3) = 5. The reservation utility level of the
agent is U= 120. o '

(a) Write down the optimal contracts under symmetric information for
each effort level and the profits obtained by the principal in each case. What ef- |
fort level does the principal prefer? ' ]

(b) Write down the optimal contracts when there exists a moral haza-rfi
problem. What is the optimal effort level and the contract chosen by the prin-
cipal? Where does the moral hazard problem have its influence?

Exercise 7. Consider a relationship between a principal and an agent in whic-h ,
the agent’s effort influences the result but is not observable. The principal is
risk-neutral, and the agent is risk-averse, having a utility function U (w; €) =
Vw=— €2, where wrepresents the wage and e represents the effort. The agent can
choose between low effort e = 0, or high effort e = 3. His reservation utill.t)' 15
21. The production technology is such that only three results x are possible:
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where x represents the value of the result to the principal xe {0, 1,000, 2,500}.
The probabilities conditional on effort are: Prob (x=01 e=0) = 0.4; Prob (x=
1,000 e=0) =0.4; Prob (x=2,5001 e=0) =0.2; Prob (x=01 e=3) = 0.2; Prob
{(x=1,0001e=3)=0.4; Prob (x=2,5001 e=3) = 0.4.

(a) What are the optimal symmetric information contracts? What effort
will the principal demand from the agent?

(b) What is the optimal contract under which the agent will exert an effort
of e=0 if the only verifiable variable in the relationship is the result x?

(¢) Given a moral hazard problem, what is the constrained maximization
problem that determines the optimal contract if the principal wants the agent
to exert an effort of e = 3? (Kuhn-Tucker may be useful.)

(d) Which contract will the principal offer the agent under a moral hazard
problem?

(e) Discuss the optimal contract if the agent were risk-neutral.

Exercise 8. Fred has just finished his law degree and has begun to work in a
local law firm. The first job that is assigned to him requires him to spend all his
time working on a case for which the firm and the client have agreed that the
firm will receive $8,000 at the end of the year should they win the case, and
nothing otherwise.

(@) From past experiences, Fred’s boss knows that there is a 50 per cent
chance that they will win the case. Would it be logical to pay Fred $8,000 this
year if they win the case and nothing otherwise?

(b) Assume that Fred would prefer $3,000 to the expected wage of $4,000
that corresponds to the deal proposed in (). In light of this new information,
reconsider the wage deal for Fred proposed in (a).

(c) Now assume that the result of the case depends on the effort that Fred
exerts on it. He will have less incentives to work hard if his annual income does
not depend on winning the case. Comment on the consequences of this and
discuss the use of bonus payments and promotions to stimulate effort.

Exercise 9. Consider a relationship between a principal and an agent in which
there are only two possible results, one high, x,, and the other low, x;. The fre-
quency with which each result occurs depends on the agent’s effort, e€ [0, 1],
and a random state variable. Assume that Prob [x = x, | e] = e, s0 that Prob [x
=xle]l=1-e

The agent’s utility is of the form U (w, e) = u (w) — v (e), with the same as-
sumptions as in Chapters 2 and 3. The principal’s objective function is B (x—
w), which is increasing and concave (that is, she could be risk-averse).

(a) Write down the constrained maximization problem of the principal,
and find the conditions that determine the optimal contract.
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(b) Now we assume that the agent’s effort is not publicly known. Write down
the constrained maximization problem that defines the optimal contract in
this case. Is the first-order approach valid in this example? Describe the rela-
tionship between the optimal contract’s wages and the differences in this con-
tract compared to (a) above.

Exercise 10. Consider the situation analysed in Application 3. Assume now
that the firm that applies for credit has funds that cannot be invested in the
project (and so the firm still needs a loan of I from the bank), but that will be-
come available once the project is finished. Hence the bank can get the firm to
pay the interest due both if the project is successful and if it is not. What is the
optimal contract in this case?

Exercise 11. A risk-neutral businessman, whose profits are x — w, contracts a
risk-averse worker, whose utility function is u (w) — v (e), where w is the wage
paid, eis the worker’s effort, and xis the result of the relationship. The worker’s

effort can only take two possible values, e€ {eL, e}, with v (el) < v (eH),and this |

effort determines the probabilities, pL (x;) and pH (x;), of getting a given result
x;. The worker’s reservation utility is U.

(a) Assume that there are only three possible results, x; x,, and x5, with x; <
X, < x3. The probability of getting each result is given in Table 3.E3. If the busi-
nessman would like the worker to exert the effort level eH, is it possible that the
worker will be paid a lower wage for getting result x, than for getting result x;2
(Write down the businessman’s constrained maximization problem and the
first-order conditions.)

| X % X3
PH(x) 0.25 0.5 0.25
PH(x) 0.25 0.25 0.5

Table 3.E3

(b) Now assume that probabilities are given by Table 3.E4. Would it be pos-

sible to pay w (x,) = w (x3) = v (ef) and still get the worker to exert ef? How

must w (x;) be? (This is a thinking, rather than a calculation, problem.)

| X X X3
PHx) 0.25 0.5 0.25
PA(x) 0 0.5 0.5

Table 3.F4

Exercise 12. The owner of a firm puts a manager in charge of a project. The §
project can give rise to two different results, measured in terms of the owner’s
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profits: m, and &,, where Tt; < 7, . The probability of each result depends on the
manager’s effort.

Now assume that there are only two possible effort levels; high effort,
efl and low effort el = 0. Under high effort the probability of getting the good
result T, is p, and so the probability of getting result 7, is (1 — p). On the other
hand, under low effort the result is always &t,. Exerting high effort implies a
disutility to the manager of v, while low effort has no disutility.

The manager’s utility function is U (w, ef) = Vw~v,or U(w,0) =Vw,
depending on whether he exerts high or low effort. If the manager decides not
to work on the project, he is guaranteed a reservation utility of U= Vw, where
wis his reservation wage.

(a) Assume that the manager’s effort is observable and verifiable. Describe
the optimal contract for the firm’s owner if he prefers low effort and if he
prefers high effort. When will the owner demand each effort level?

(b) Now assume that the manager’s effort is not verifiable, and so the only
variable that can appear in the contract is the final result obtained. What is the
optimal contract that the owner offers when he would like the manager to
exert effort e = 0? If he would like the manager to exert high effort, what is the
constrained maximization problem that the owner must solve to calculate the
optimal contract? Describe the optimal contract in this case.

(c) What are the owner’s profits for each effort level? Describe what the
owner must compare in order to decide which effort level to demand.

(d) Now assume that w =4, v= 2 and p = 1/2. Analyse the owner’s decision
as to the effort level to demand both when effort is verifiable and when it is not,
for the following three situations:

(d1) m; =50 and &, = 100,
(d2) ®, = 50 and &, = 80,
(d3) m; =50 and &, = 60.

Comment on the results.

Exercise 13. We now pose a problem with several agents in order to gain an in-
sight this situation in an example. After analysing some statistics, the professor
of the ‘Introduction to the Economics of Information’ course has realized that,
on average, half of the class pass the final exam. He has already prepared the
exam, and he is considering the relative benefits of offering the students a sys-
tem under which the top half pass independently of whether the last passing
student has a passing grade or not. In other words, he proposes to the students
that they decide between the following two forms of examination: either only
those students that achieve a passing grade will get the course credit (which, on
average, is half of the class), or the top half of the class will get the course credit,
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independently of their final grade (so that it is possible that students will pass
the course with a D, and it is also possible to fail the course with a B).

(@) Comment on the advantages and disadvantages of each system from the
point of view of individual incentives.

(b) Sometimes students prepare for an exam together, helping each other
out with difficulties. Which system is best to encourage such collaboration?

(¢) On other occasions, there is a problem of students having a tendency
to ccc)lpy during the exam. If this problem is severe, which system is best to
avoid it?

Exercise 14.* Let e stand for the agent’s effort and x = e + € the production
level observed by the principal. € is a random variable which is normally dis-
tributed with mean zero and variance 62. Assume that the principal chooses a
linear incentive system,

w(x)=A+Bx=A+ Be+ Bg,

where A and Bare the parameters to be determined. Since the principal is risk-
neutral, her utility is

E(x-w(x )=E(e+e-A-Bx—Be)=(1-B)e-A.

Assume that the agent’s utility function has the form
02
Uwe=E (w)—rTw - v(e),

where r represents his index of absolute risk-aversion, E (w) is the expected
wage, and 62 is the variance of the wage.

() Calculate the optimal contract when the principal can verify the agent’s
effort.

(b) Calculate the optimal contract when the agent’s effort is not verifiable.
Discuss the characteristics of the optimal contract as a function of the exogen-
ous variables (to do so, express the parameters of the wage equation in func-
tion of the parameters of the exercise).

Exercise 15.* Consider a simple agency relationship in which the principal
contracts an agent whose effort is not verifiable. The principal is risk-neutral
and thus values the result of the relationship, which can take either of two
values, X or x. The probability of getting these results depends on a random
variable and the agent’s effort. We shall also assume that the agent’s effort can
take four possible values: e€ {e,, e,, e;, e,}. Therefore, we can write:

Prob{x =xle=¢}=p;, foralli=1,2,3,4.
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Assume that the probabilities satisfy the following relationship p; < p, < p; <
p, and that the monetary value of result x is X while that of result x is zero.

The agent’s utility function is

u(wy—v(e)=wln—v,,

where w represents the wage he receives, 1/n is his index of relative risk-
aversion, and v; measures the cost or disutility of effort e, Naturally, we assume
that greater effort implies greater disutility; 0 = v, < v, < v; < v, Let U= s'/"be
the agent’s reservation utility, where sis, for example, the unemployment sub-
sidy.

(a) Show how the principal calculates the optimal contract under sym-
metric information.

(b) Show how the principal calculates the optimal contract under asym-
metric information.

(¢) Discuss the differences between the above two cases.

3C Advanced Themes

In this section we shall briefly present some extensions to the moral hazard
model, paying most attention to the aspects that are analysed and mentioned
in relevant articles in each line of research.

3C.1 Optimal payment mechanisms in situations of moral
hazard with several agents

There exist many examples of relationships in which it is best to apply a model
with several agents instead of the simple moral hazard model. To take a con-
crete example, consider a firm that contracts a group of salesmen. The organ-
ization of sales, the technical characteristics of the process, and the behaviour
of the salesmen among themselves all influence the results obtained by the
firm.

The time-line of the relationship between a principal and several agents is
similar to the simple framework. First, the principal decides the contracts and
she simultaneously proposes them to the agents that she wants to contract.
Secondly, each agent accepts and signs the contract (if the contract is rejected,
the game is over). If the agents all accept their contracts, in the third stage they
decide on their action or effort. Finally, the results are observed and the pay-
offs stipulated in the contracts are made.
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In the multi-agent relationships, the crucial stage is the third one. This stage,
which is translated into the incentive compatibility constraint of the agency
problem, depends on the game among the agents, since the interaction among
them is relevant to the feasible situations that are to be considered. With re-
spect to this game, it is natural to assume that each agent attempts to maximize
his own utility, so the agents are playing a non-cooperative game (or the strate-
gies that they choose should form a Nash equilibrium). However, this does not
mean that they will never co-operate. Even in a non-co-operative game, if
there exist mechanisms that allow the agents to arrive at co-operative agree-
ments, and to take advantage of them, these mechanisms may well be used. A
second possibility is to analyse what happens when the agents use co-operative
behaviour anyway. All these considerations influence the third stage of the
game, the incentives stage, and so by backward induction they also influence
the optimal contract.

The participation stage is similar to that of the simple models, as is the con-
tract design stage. We should always bear in mind that the contract intended
for a particular agent may include all the verifiable variables of the entire rela-
tionship, those directly referring to the agent at hand as well as those referring
to the other agents.

In the literature on optimal contracts with several agents there exist differ-
ent groups of models according to the aspect analysed. The personalized
information models (whose basic references are Holmstrém (1979) and
Mookherjee (1984) ) analyse contracts designed for each agent using not only
the personalized information, but also the information on the results obtained
by the other agents. The principal will be interested in paying each agent ac-
cording to his own production and that of the other agents if these other re-
sults can inform on the actions of the agent at hand. If the results of the other
agents do not add information, or in other words, if an agent’s result is a
sufficient statistic for his effort, then he will be paid according to his own result
only.

Let us consider a simple example to illustrate the above message. A depart-
ment store contracts two salesmen, one for the book department, and the other
for the umbrella department. Sales depend on the effort of the salesmen and
on a random variable, but the random variable that affects each department is
different. In this case, it is optimal for each agent to be paid only according to
the sales of his own department; the book salesman will be paid according to
the number of books that are sold, the umbrella salesman according to the
number of umbrellas. The reason is that the effort of the book salesman does
not affect the sales of umbrellas, and these sales do not reveal anything on the
book salesman’s effort, since the events that make the sales of umbrellas high
are different from those that affect the book market. Consequently, including
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the sales of umbrellas as one of the variables that determines the bookseller’s
wage can only make the salesman suffer additional risk without motivating
him further. Now imagine what would happen if both salesmen were working
in the same department, for example, both sell umbrellas. In this case we can
safely assume that the randomness that affects sales is the same for both agents.
Hence if the efforts were the same, it is likely that the results would be also sim-
ilar, but if the efforts were different, it is likely that the results would be differ-
ent. For example, the fact that it rains is common to the results of both
salesmen. Since the outcome of the random weather variable is the same for
both, if one salesman sells a lot and the other doesn’t sell many umbrellas, it is
difficult for the one who has the worst result to argue that it was due to bad
luck. Instead, it is a signal that he exerted less effort. This leads us to a situation
in which the optimal contract for each agent should take into account the re-
sults of both of them. The department store should pay more to a salesman the
less his workmates have sold. However, it is possible for the contract to include
this information in the opposite direction. For example, it seems reasonable
that we should place a higher value on the sales of an umbrella salesman the
greater the sales of bathing-suits have been (high sales of this item is a signal
that the weather has been hot, which is an adverse condition for the umbrella
salesman).

In general optimal contracts can become very complicated. Sometimes,
however, we observe a very particular type of contract. Think of businesses
that pay a bonus to the salesman who sells the most (the employee of the
month). This type of pay-off, for which the only important factor is the order
in which the agents place themselves, is known as a tournament contract.
Under this type of contract an agent’s pay-off depends only on the ranking of
his result in the ordering of the results of the other agents. Sports competitions
are the clearest example of this type of contract. However, tournaments are
only efficient in very particular cases, since for the optimal contract to depend
only on the order of the results, it is necessary that all the relevant information
be summarized in this ranking.

Lazear and Rosen (1981), Green and Stokey (1983), and Malcomson (1986)
analyse the advantages and disadvantages of the most simple payment mech-
anisms, those that depend only on the individual result, and those that depend
only on the final ordering of the results. As we have seen, in spite of the fact that
these contracts are optimal only under rather restrictive conditions, they are
the most used in practice, which justifies studying them. A basic conclusion is
that contracts based only on individual results are better when the common
noise (the randomness that simultaneously affects all results) is small, while
tournaments are better when the common noise is important. Introducing a
lack of commitment or a non-stationary environment can also provide cir-
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cumstances where tournaments are optimal. Malcomson (1984) considers the
case in which the performance is observable by the principal but not verifiable
to the courts. Now the principal has an incentive to renege on the promised
bonus. However, she may be able to commit to a tournament where the prize
has to be paid anyway. Nalebuff and Stiglitz (1983) argue that an advantage of
tournaments is that they provide ‘flexible’ incentives, in the sense that they
change automatically with changes in the environment, while the optimal con-
tract must be recalculated each time.

The literature has also considered what are known as joint production
models, in which the final result depends on teamwork. This is the case of a
group of agents whose individual efforts combine to produce a single good.
Examples of this type of situation are research teams that develop a given
product, a group of firms that carry out a common project, or a football team
trying to win a championship.

When the final production is the only verifiable variable, and it depends on
the vector of (non-observable) efforts, from the perspective of the idea of an
optimal contract we cannot obtain conclusions that are very different from
those that correspond to models with only one agent. The fundamental differ-
ence is that group relationships are closer to the traditional problem of public
goods, and so the problem that arises is one of free-ridingsince the effect of any
reduction in effort exerted is shared between all the agents. We need each agent
to feel responsible for all the product in order to provide the right incentives
for him. That is why Alchian and Demsetz (1972) and Holmstrém (1982) sug-
gest that situations of joint production (in which it is impossible to identify the
individual contributions) cannot be efficient when all the income is distrib-
uted amongst the agents. In other words, if the budget constraint always binds,
itis not possible to achieve efficiency. This means that, in certain cases, another
agent should be contracted to control the productive agents. On top of this, the
external participant (the principal) can be in charge of making sure that the
agreements that do not balance the budget (i.e. that do not distribute the out-
come in any contingency among the agents) are fulfilled. The pressure of con-
trol and the role of residual claimant can provoke efficiency gains and thus
justify the presence of a principal.

Until now we have always assumed that the agents play non-co-operatively.
If they can co-ordinate, then coalitions form, which can be harmful for the re-
lationship.17 Consider, for example, a principal who contracts two agents; one
is in charge of the productive tasks (we call him the agent), and the other is in
charge of supervision and control (the foreman). In this case, it is not unreal

17 References on the effect of coalitions on an organization’s form of co-operation are e.g. Tirole
(1986, 1992), Laffont (1988, 1990), Holmstrém and Milgrom (1990), Macho-Stadler and Pérez-
Castrillo (1991b), and Itoh (1993).
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nor infrequent for the agent to say to his foreman ‘if something goes wrong,
and you don’t let on that it was my fault, then I'll pay you for it’, or for the fore-
man to go to see the agent and to tell him ‘listen, if something goes wrong, if
you like we can come to an arrangement for me to protect you. If this type of
coalition is formed, then the foreman’s objective is to protect the agent when
the results are adverse, covering up the evidence and announcing to the prin-
cipal that the control did not give any conclusive results. Therefore, the only in-
formation that the principal would have is that which favours the agent.

The consequence of this is that, when the principal designs the pay-off
mechanism, she will anticipate that her workers may have incentives to collude
and will try not to leave any margin for coalitions to be profitable to their par-
ticipants. This brings us to an important thought for the theory of organiza-
tions. If coalitions are possible, the principal cannot let the agent’s punishment
(or prize) depend totally on the supervisor. If the objective is to reduce the
establishment of agreements between the agents and their supervisors, she will
have to apply rules that are impersonal, uniform (that eliminate the con-
sequences of personal and repeated contracts), and do not use all the informa-
tion (the source of the distortions) as is done in bureaucratic rules. The
message is that when the individuals in an organization have enough leeway,
we can find an argument in favour of the technical superiority of bureaucracy
over other forms of organization. This superiority is based on its precision,
continuity, and the uniformity of its norms, which saves on costs and frictions,
and avoids the formation of income-seeking coalitions. However, in the same
way, the possibility that coalitions may exist unambiguously implies that there
is an efficiency loss in the operation of the organization.

A relatively widespread result is that the more leeway the agents have, or the
more complex the situation under consideration, then the rules that are im-
posed tend to be simpler. The application of bureaucratic rules is, however, not
the only solution. A second possible solution to the problem of efficiency
losses due to coalition formation between supervisors and agents is to system-
atically use the services of external auditors or supervisors (see Kofman and
Lawarrée, 1993). This system is costly, since the external supervisor must be
paid, but it allows the establishment of a control and punishment mechan-
ism that dissuades the participants in the hierarchy from adopting collusive
behaviour.

The conclusion of the models that we have just considered is rather pes-
simistic. However, it is easy to think of examples in which co-ordination can
improve the input of a group of agents, and in which the advantages of bureau-
cracy are only available when it is important to achieve a frictionless combina-
tion of numerous activities directed at a single foreseeable and invariant end.
In every organization, the success of its operation depends on the co-operation
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of all its members, but the commitments are not foreseeable in the long run,
nor are they invariant or uniform. In this type of organization, there cannot be
any precise delimitation of responsibility and it is more convenient to use
methods that strengthen group work. Articles in which the advantages of co-
operation and its consequences on optimal contracts are analysed are:
Holmstrém and Milgrom (1990), Itoh (1990, 1993), Macho-Stadler and
Pérez-Castrillo (19914, 1993), and Ramakrishnan and Thakor (1991).

3C.2 Organizational design in relationships with several agents

Apart from the design of contracts, the principal also decides the organization
with which she will relate. This includes such fundamental decisions as how
many agents to contract and how should they be structured. One aspect
studied in the literature concerns the advantages of delegation of tasks, which
analyses the question of when it is better for the principal to delegate some task
to an agent instead of doing it herself.

Consider a principal who contracts an agent to carry out some productive
task. In order to obtain evidence about the production, it is necessary to use a
supervisory and control mechanism. The probability of observing the result
depends on the effort exerted by the supervisor. We want to know if it is useful
for the principal to delegate the task of supervision to an agent (called the
supervisor), or if it is better for her to do it herself. It is evident that for the in-
troduction of a new member in the hierarchy (in the relationship) to be profit-
able, it is necessary for him to be able to perform some task that the principal
is incapable of doing. This is the case when the principal has less technical abil-
ities than the supervisor to carry out the task, or if the cost of doing it herself is
higher. In these cases the principal should delegate supervision to a more
efficient agent. It is also possible that the principal is just as able to carry out the
supervision task as the supervisor, but that there are commitment problems.

Think of a someone doing a data collection survey. In order to motivate him
to exert effort, the wage of a data collector is normally based on how many
questionnaires have been correctly filled in. In order to know that the ques-
tionnaires have been correctly filled in or not, the supervisor could visit a few
of the households that the agent says he has visited, in order to check out the
authenticity of the answers, to see if the agent was sufficiently persuasive, etc.
But the probability that the supervisor learns that the surveys are properly or
improperly done depends on the effort he dedicates to his job. The problem of
lack of commitment is posed in the following ways; it is one thing for the super-
visor to say what he is going to do, and another is what he really ends up doing.
We must bear in mind that the task of supervision is not useful once the
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productive effort has been carried out, since the objective of supervision is
precisely to motivate this effort. Hence, once the initial job has been done, the
incentives to supervise it are minimal.

We need to compare the two possible situations: that in which the principal
takes care of the supervision task personally, and that in which she contracts a
supervisor to do it. If the principal and the potential supervisor are identical,
the choice is easy. When the principal supervises, given that she cannot com-
mit to her control strategy (that is to say, to the effort that she will use and the
report that she will send), the contract with the agent will simultaneously
determine the control level that she will be interested in maintaining. Besides,
she will only report her findings if by doing so she reduces the pay-off that she
must give to the agent (if the pay-off when quality is not observed is less than
when high quality is observed, the principal will never report high quality even
if itis observed). If the principal contracts a supervisor, she will design the con-
tract in order for him to be interested in exerting the adequate level of effort,
and honestly to announce what he observes. Comparing both situations, we
conclude that delegation of the supervisory task leads to a strictly better solu-
tion than not delegating, when the principal cannot commit to a control strat-
egy or to the honesty of her report. Does this mean that delegating the control
tasks is always beneficial when the principal has problems to make her behavi-
our believable? The answer is no. The example we have presented is very simpli-
fied. To get a more profound vision of the advantages and disadvantages of
delegation, see Demski and Sappington (1986), Melumad and Reichelstein
(1987), Riordan and Sappington (1987), Macho-Stadler and Pérez-Castrillo
(1991b), and Olivella (1995).

A second aspect considered in the literature is the comparison between cent-
ralized and decentralized structures as far as contracting goes. The central ques-
tion is, what type of organizational structure is the best, one centralized on the
principal proposing all the contracts, or a decentralized one? Are the two ever
equivalent? In order that the comparison be simple, consider a relationship be-
tween a principal and two agents. A centralized organization is, in this case,
one in which the principal contracts both agents. On the other hand, a decen-
tralized organization is one in which the principal establishes a contract with
one agent, who then contracts the other (see Macho-Stadler and Pérez-
Castrillo, 1998).

First, remember that coalitions between agents are always harmful to the
efficiency of the relationship. Second, it can be proved that a decentralized sit-
uation is equivalent to a centralized one in which the agents can establish coali-
tions between themselves. Therefore, decentralization of contracting is
harmful since by allowing the agents to enter into contractual relationships be-
tween themselves, the trade-off between insurance and incentives is not the
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most adequate for the relationship. Finally, if a centralized organization signs
the contracts sequentially, i.e. the principal first establishes the contract with
one agent (let’s say agent 1) and then with the other (agent 2), then we need to
rethink our conclusions. A sequential centralized organization is equivalent to
a centralized one in which the contracts are formed simultaneously, but in
which the principal can establish collusive agreements with agent 2. If the con-
tracts are formed sequentially, the question of whether it is better to use a cent-
ralized structure or a decentralized one no longer has a clear answer.

The conclusion is that centralization is superior when contracts can be
signed simultaneously. When this is not true, however, the result may be re-
versed. With sequential contracting, either centralizing or decentralizing will
be optimal depending on the characteristics of the participants, and on the
particular environment in which the relationship takes place. Centralized
structures are more efficient the more separated the tasks are, the more ran-
dom the environment is, and the more risk-averse the agents are (i.e. circum-
stances under which coalitions between agents are really harmful, while
principal-agent coalitions are not). Conversely, we would expect to find de-
centralized structures when different divisions of a hierarchy undertake
strongly interdependent tasks, in economic environments which are not very
risky, or when agents are not very risk-averse.

3C.3 Moral hazard with several tasks

Until now we have only considered moral hazard problems in agency rela-
tionships in which each agent exerts an effort on a single task. Holmstrém and
Milgrom (1991) analyse a situation in which the agent carries out several
tasks, each one of which gives rise to a different result, considering only linear
contracts.

An important aspect is the relationship between the tasks from the agent’s
point of view. Assume that the agent only carries out two tasks. We say that the
tasks are complements when, having exerted an effort for task 1, the effort cost
of task 2 is reduced. On the other hand, the tasks are substitutes when exerting
more effort on one increases the cost of the other. When tasks 1 and 2 are com-
plementary in the agent’s cost of effort function, the principal is interested in
motivating task 1, since in this way she simultaneously motivates the agent to
work on task 2. On the other hand, if the two tasks are substitutes, then giving
incentives for one task can be achieved in two ways: either through the pay-offs
related to the result of the particular task, or by reducing the opportunity cost
through reductions in the incentives of the other tasks that the agent must do.

Assume that there is no available signal as to the second task. That is, it is
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only possible to obtain information on the agent’s effort from the first task. If
the principal wants the agent to exert effort in the second activity as well, then
she must consider the relationship between the two tasks. In this way, if the
tasks are substitutes, then the principal must think about the trade-off be-
tween paying high wages, which gives the agent incentives to exert high effort
on the first task and to slack on the second, or to set low wages for good results
on the first task, which will lead the agent to exert low effort on this activity,
but not to abandon task 2 so much. It is even possible for the optimal contract
to establish that the most convenient solution is not to give incentives at all.
This is another argument in favour of bureaucratic systems; they could be op-
timal when, amongst the activities that the agent must carry out, some are im-
possible to control.

In fact, surprisingly, many contracts do not include pay-off schemes that
give incentives to the agent. For example, in general it is not convenient to in-
clude explicit incentives to satisfy finishing dates in home construction con-
tracts. This is so in spite of the fact that delays in this business are normal, and
it would be easy to include this type of clause in the contract. Whether or not
clauses concerning the finishing-date are included in the contract depends on
the capacity of the buyer (the principal) to control other aspects of the agent’s
activity. For example, the quality of construction is a very difficult variable to
verify. By including explicit finishing-date incentives, the buyer pushes the
constructor towards dedicating most of his energy to finishing the job on
time, while the quality of his work will be further from his mind. Since the
quality of the building is also important, it may turn out that it is better not to
include incentives to satisfy some specific time-limit.18

A second important aspect is whether the agent is prohibited or not from
doing external jobs. Casual observation shows that in some relationships this
type of prohibition is normal, while in others it is not. In particular, it is usual
for individuals with heavy responsibilities to be able to use their position to ex-
tract private benefits, while those in jobs with less responsibility do not have
this possibility. The reason is that in some cases it is easier for the principal to
prohibit or to impede such activities than to simply control them, limiting the
degree to which the agents may take advantage of them.

Assume that the agent can carry out a set of potential tasks that the principal
can only control by exclusion. The private use that the agent makes of these
tasks are entirely for his own benefit. The principal can control the private
business of the agent by allowing him to be involved in a subset of tasks. The

18 Schmidt and Schnitzer (1995) consider a repeated moral hazard model where some of the ac-
tions of the agent cannot be allowed for in a contract. They show that the set of actions that can be im-
plemented may increase or decrease if it becomes possible to govern some of the agent’s actions by an
explicit contract.
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agent exerts an effort for the principal and other efforts on tasks that are
entirely his own private affairs. In this case it is necessary to consider the cost
to the agent of the total effort exerted, and the earnings that he can obtain
from his external business.

The principal’s profit depends only on the effort that the agent exerts for
her, and the information available concerns only this task. If the agent is al-
lowed to take part in external affairs, then he will have less time to dedicate to
the internal tasks. However, this practice can also have some advantages. The
main benefit is that, by allowing the agent to obtain income from external ac-
tivities, he can be paid less in the relationship. Therefore, in order to discuss
whether or not it is convenient to allow him to engage in external business, we
need to compare this benefit with the opportunity cost of the agent dedicating
this time to the external task and not the internal one. In this way the optimal
set of tasks that the agent can work on privately while under a contractual re-

lationship with the principal, is determined; they are all those tasks in which.

the benefit (the wage savings) is greater than the opportunity cost (the reduc-
tion in effort in the relationship). In other words, we need to consider whether
the agent’s effort is more profitable in the task he performs for the principal, or
in the task he performs for his own private gain.!®

The analysis of Holmstrém and Milgrom (1991) supports the common
idea that responsibility and authority should go hand in hand. It is efficient to
give agents greater liberty to involve themselves in private business the more
responsible they are with respect to their productivity in the principal’s firm.
On the other hand, the exclusion of this type of activity should be greater
when it is more difficult to motivate the agent for the task that he must per-
form for the principal. The analysis also predicts that there will be more re-
strictions on carrying out external tasks in those cases with weak incentives,
due to problems in the measurement of the results. Rigid pay-off schemes and
the limitation of activities are common in bureaucracies and other organiza-
tions in which production estimations are difficult to achieve. External tasks
for private gain that it is convenient to prohibit could be, for example, collu-
sion with other participants (see Tirole, 1986), an activity that was discussed
in the above sections, and any activities intended to accumulate influence
(Milgrom, 1988).

19 Related to this discussion on the advantages of delegation of responsibility is the paper by De Bijl
(1995). He studies whether a principal who does not design pecuniary incentives schemes is still able
in some cases to motivate the agent by appealing to his private benefits (e.g. job satisfaction). In his
model, the principal can do so by giving the agent responsibility to select a project among a predeter-
mined number of them. If the agent has enough discretion, he finds it worth while to find out about
this private benefits of the possible projects, and recommend his preferred one. Delegation of re-
sponsibility may benefit the principal because the agent will work hard if he is allowed to implement
his preferred project.
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3C.4 Repeated moral hazard

Certain relationships in which a moral hazard problem is posed do not take
place only once, but rather are repeated over time (for example, work relation-
ships, insurance, seller—lient relationships, etc.). In other words, the particip-
ants are united by the relationship during a given number of periods or years.
It is important to consider what happens in these cases, since the duration
aspect (the repetition) of the relationship gives rise to new elements that afe
absent in static models.

As is usual in game theory, the consequences of repetition depend on
whether there are a finite or infinite number of periods. Infinitely repeated
relationships are analysed in, for example, Radner (1981) and Rubinstein and
Yaari (1983). These authors apply the theory of supergames to a model with-
out a discount rate, and with a risk neutral principal. Intuitively, frequent repe-
tition of the relationship allows us to converge towards the efficient solution.
This result is based on the idea that, in this framework, incentives are not deter-
mined by the pay-off scheme contingent on the result of each period, but rather
on average effort, and the information available on this is very precise when the
number of periods is large. A sufficiently threatening punishment that would
be applied when the principal believes that the agent, on average, does not fulfil
his tasks, is sufficient to dissuade him from slacking (or at least not to slack very
often).

The other group of studies which we shall analyse in what follows consider
relationships that are repeated a finite number of times. In order to see the re-
sults that are obtained from this repetition, we shall consider a framework of
pure moral hazard, i.e. throughout the relationship, both in the initial period
and in any intermediate one, both participants have the same information. In
other words, we put aside any element that may give an informational advant-
age (of the adverse selection type) to the agent before signing the contract in
the second period.

The contracts or agreements that can be reached depend on whether the
participants can sign long-term agreements or whether, even though they will
be in contact in several periods, they can only sign contracts for one period at
time. Agreements that are limited to the current period only are called short-
term contracts. At the other extreme are the bilateral agreements that cover the
entire duration of the relationship. These are called long-term contracts, and
they require that the participants can achieve this type of commitment in a
believable manner.

A part of the literature is dedicated to the analysis of whether or not the
long-term contract in general has a memory (i.e. the pay-offs in any single
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period will depend on the results of all previous periods in such a way that the
files of the relationships are crucial).20 The answer is positive since the long-
term contract internalizes the agent’s consumption over time, which depends
on the sequence of payments received (as a function of the past contingencies).
The theme of another important part of the literature is the analysis of when
the optimal long-term contract can be implemented through the sequence of
optimal short-term contracts. To ‘implement’ in this sense means that the sub-
game perfect equilibrium of short-term contracts leads to efforts and con-
sumptions that coincide with those obtained under the long-term contract.2!
In order for the sequence of optimal short-term contracts to admit the same
solution as the long-term contract (so that they are equivalent), two condi-
tions must be met (see Chiappori, Macho-Stadler, Rey, and Salanié, 1994):

(i) First, the long-term contract internalizes the agent’s consumption over
time, which depends on the past history. Therefore the optimal sequence of
single-period contracts should have a memory. But when the reservation util-
ity is invariant (as it is the case in a stationary context), the optimal sequence of
short-term contracts will not replicate the long-term optimum unless there
exist means of smoothing consumption, that is, the agent has access to credit
markets.

(ii) Secondly, since the optimal short-term contract sequence is a subgame
perfect equilibrium of the game between the agents, the long-term contract
must be renegotiation-proof. A contract is said to be renegotiation-proof if at
the beginning of any intermediate period, no new contract or renegotiation is
possible that would be preferred by all participants. This means that there is
not the possibility that, at a certain moment of time, both participants are
interested in sitting down and changing the clauses of the contract.22

Let us explain the forces at work through the examination of two cases (for
more details, see Chiappori, Macho-Stadler, Rey, and Salanié, 1994). First,
when the agent has no access to credit markets, the optimal long-term contract
will be renegotiation-proof. However, short-term contracting prevents con-
sumption-smoothing: the optimal sequence of short-term contracts is just the
repetition of the static optimal contract. Thus short-term implementation
will not obtain. The long-term contract has an indisputable advantage over
the single-period contract sequence; it can distribute the agent’s consump-
tion over time better, and it can never be inferior since it is always possible to

20 Such as Lambert (1983), Rogerson (1985b), and Chiappori and Macho-Stadler (1990).

2L See Malcomson and Spinnewyn (1988), Fudenberg, Holmstrom, and Milgrom (1990), and Rey
and Salanié (1990).

22 Dewatripont (1989) shows that when the possibility of renegotiation is anticipated by principal
and agentin the initial contract design (i.e. when the contract is made renegotiation-proof) the set of
admissible contracts is reduced and that induces a loss of efficiency (ex ante).
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propose the optimal sequence of short-term contracts as a possible long-term

arrangement.
Second, if the agent has free access to the credit market and there is no

wealth effect in the agent preferences (i.e. the agent is risk-neutral, or has pref-
erences exhibiting constant absolute risk-aversion), then the savings decision
does not determine any contract. Thus, even if the agent’s savings are not ob-
servable, the optimal long-term contract is renegotiation-proof and can be
implemented through short-term contracts.

3C.5 Relationships between several principals and one agent

There are situations in which one agent works for (is contracted by) several
principals simultaneously (common agency situation). This multiple principal
structure can be delegated if the agent is voluntarily put in charge of a task by
several principals, or intrinsic if the agent’s natural decisions affect several
principals. Examples of delegated structures are representatives who work
with more than one product, travel agencies who represent several transport
companies and hotels, supermarkets that sell the products of different manu-
facturers, etc. Examples of relationships with several intrinsic principals are
agents whose decisions are of interest to more than one regulator, as is the case
of the central government and provincial authorities.

In the single agent-multiple principal structure it is evident that, in general,
the principals are better off if they co-operate. Anything that they can do in a
non-co-operative way can be done in a co-operative game. Under co-operative
behaviour, the game is similar to the simple moral hazard model, since in that
model the principal could be either an individual or a group of individuals act-
ing co-operatively. However, it is not always possible for the principals to be
able to achieve the co-ordination and commitment necessary to act as a single
individual. We are interested in the framework of situations in which the prin-
cipals behave non-co-operatively (see Bernheim and Whinston, 1986). This is
important when the principals do not value the results in the same way, and so
they each demand different efforts from the agent.

Consider that the agent’s decision depends on the total pay-off he receives,
independently of which principal has paid which part of this payment. When
the principals act non-co-operatively, in general it is not possible to achieve
the same situation as when they can reach an agreement. Intuitively, in this
case the free-rider problem appears, since none of them gets the entire result of
the relationship. Thus, no single principal is able to exclusively profit from the
incentives she provides, even though the cost of these incentives must be fully
borne by this principal. In general, the effort that the principals receive when
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Fhey do not co-operate is less than the effort that would maximize their collect-
ive profits. However, even in the non-co-operative case, the final contract that
is offered to the agent has an efficiency property with respect to its costs; inde-
pe‘ndently of the effort attained in equilibrium, the aggregate incentive s;heme
minimizes the cost of getting the agent to choose this effort.

One way of solving the problem of co-ordination between the principals is
to use the same type of mechanism as that proposed by Holmstrom (1982) for
the? case of a team of agents. The two principals could appoint a ‘principals’
principal’ who would supersede them both in the organization but who would
not deal directly with the agent. This ‘principal’ would offer contingent pay-
offs to the two original principals, and they would then offer contingent pay-
f)ffs to the agent. A second idea to restore efficiency is to contract a risk-neutral
intermediary. The principals would contract this intermediary, paying him ac-
cording to the result, and he would be responsible for offering a contingent
contract to the agent (from which the original principals no longer have the
right to establish the relationship with the agent).

Spiller and Urbiztondo (1991) have applied this type of model to the analy-
sis of the relationships between interest groups (the agent) and the US
Congress and the President (the principals). They show that the use of interest
groups to control regulated activities can be more efficient than contracting
independent regulators, since the incentives to collude with one of the princi-
pals is less for the interest groups than for the independent regulator.
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4

THE ADVERSE SELECTION
PROBLEM

Summary

In this chapter we study the adverse selection problem, which is present when, before
the signing of a contract, the party that establishes the conditions of the contract (the
principal) has less information than the other party (the agent) on some important
characteristics affecting the value of the contract.

In a simple adverse selection framework, with one principal and one agent, the
fundamental conclusions obtained from the analysis are the following. First, it is op-
timal for the principal to offer a self-selecting ‘menu’ of contracts, i.e. the principal
will prepare a contract format for each possible agent type, establishing terms such
that each agent type will choose to sign that contract that was designed for his type.
Secondly, within the optimal contract menu, the worst agent (that agent who, given
his private characteristics is not interested in passing himself off as some other type),
will obtain exactly his reservation utility, while all other agent types will achieve an
informational rent. Finally, the only efficient contract will be that designed for, and
signed by, the best agent (that agent type for which no other agent types wish to pass
themselves off), since the other contracts will be distorted in order to limit the
informational rent.

In situations in which there is competition between principals, the best agents lose
out under private information, since the equilibrium contract offered to them will be
distorted in order to avoid bad agents choosing it. The bad agents’ contract is
efficient, but the good agents’ one is not.
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4.1 Introduction

Very often, the most serious problem that appears in contractual relationships
(agency relationships) is that the parties to the contract do not have all the
relevant information about each other. For example, consider a person who
hires a carpenter for home renovations. Even though the actual task to be done
may be well defined, the worker’s ability, cleanliness, and manners are not. In
terms of agency theory, we would say that, before the signing of the contract,
the agent has more information than the principal concerning certain aspects
regarding his personal characteristics. With respect to the example above, the
homeowner doesn’t have all the relevant information concerning the carpenter.

There are many examples in which the informational structure is similar to
that in the case of the carpenter. A lawyer is usually better informed than his
client with respect to his personal characteristics (for example, if he is inter-
ested in the job or not, or if his attitude and capabilities are the most adequate
for the case at hand). A driver knows more than his insurance company about
his driving habits (if he uses motorways or local roads, or the number of daily
hours spent behind the wheel). A firm has more information than the govern-
ment about the costs of carrying out a certain project. This type of situation is
known as an adverse selection problem.

Adverse selection is present not only when the agent’s informational
advantage concerns his own personal characteristics, but also when there is
asymmetric information regarding any variable relevant to the contractual
relationship. Take the example of a firm negotiating a licence agreement for the
acquisition of a technology. In general, it has more information than the
patent-holder about the profitability of the market in which it is going to use
the technology. In the example of the homeowner who hires a carpenter, the
former may not be aware of the job’s difficulty, or of the cost of the required
materials, or, indeed, any other aspect of the job. A lawyer not only has more
information than his client about his own capability, but also about the legal
history concerning similar cases, which influences the probability of winning
the case. A final example of the many possibilities in which the agent is better
informed than the principal as to particular aspects concerning the relation-
ship is the case of a regulated firm that knows more than the government about
the market in which it operates.

When the agent has more information than the principal concerning cer-
tain important aspects of the relationship, this information will only be
revealed if it is in the interests of the agent to do so. The idea that the holders of
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priyate inforrr'lation may be interested in keeping it private is briefly and clearly
pointed out in the following statement, made in 1914 by N. P. A. Alifas,
spokesman for the International Association of Machinists:!

The only way in which the workman has been able to retain time enough in which to
do the work with the speed with which he thinks he ought to do it, has been to keep the
employer somewhat in ignorance of exactly the time needed .. . . Most people walk to
work i.n the morning, if it isn’t too far. If somebody should discover they could run to
work in one-third of the time, they might have no objection to have that fact ascer-
tained, but if the man who ascertained it has the power to make them run, they might
object to having him find it out.

If the agent tries to profit from information by keeping it private, the prin-
cipal’s problem is to find a way to reduce her informational disadvantage. Since
this implies manipulation and departure from the first-best agreement, the ex-
istence of asymmetric information between the various participants in a mar-
ket can result in modifications (read inefficiencies) in the market equilibrium,
or even in some cases, non-existence of equilibrium. In order to see some of
the consequences of an adverse selection problem, consider the market for sec-
ond-hand cars analysed in the original article by Akerlof (1970), who pio-
neered this literature. It is refered as the lernons model. As we all know, in this
market it is possible to find vehicles of many different qualities. Some cars are
placed on the market because their owners simply want a bigger or better one,
while others are on sale after being involved in a major accident or after having
been used as hire cars or driving-school vehicles. Anyone who has ever been a
buyer in the second-hand car market will know that it is very difficult to dis-
tipguish the respective qualities of the cars, or to learn something of their past
history. Since the sellers know the origin of their cars, or at least they have had
more time to try the car out, it is clear that they possess much more informa-
tion regarding the car’s quality than does any particular buyer. Hence we are
faced with an asymmetric information problem of the type we have called ad-
verse selection (since it is previous to the signing of a contract).

Consider the following simple model in which we represent the quality of a
second-hand car by a real number. Let this parameter, which we shall call k, be
distributed uniformly on the interval [0, 1]. Cars of quality 0 are the worst and
those of quality 1 are the best. That we assume all quality levels to have the
same probability is only for simplicity. We shall also assume that both the seller
an.d the buyer are risk-neutral. A seller is willing to sell a car of quality k for a
price p, k. On the other hand, a buyer values a car of quality k at p, k. In order
for a market to exist it is necessary that p, > p,. Let’s simplify even more by
assuming p; = (3/2) p,.

1 Taken from Trevor 1. Williams (1982), A Short Hi i
. , story of Twentieth-Century Technology c.
1900—¢.1950, Oxford, Clarendon Press; New York, Oxford University Press. 4 i
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What would happen if the information were symmetric? In this case all cars
would be sold. A car of quality k would sell in the market at a price between p, k
and p, k, the exact selling price depending on the relative bargaining powers of
the buyer and the seller. For example, if the buyer had all the bargaining power,
the selling price of the car would be P= p, k.

However, when the seller knows the quality of the car and the buyer doesn’t,
the above contracts do not comprise an equilibrium. The buyer, upon seeing a
price, does not know what quality he is being sold. A Bayesian consumer would
calculate the average quality of the products being offered, knowing that this
depends on the selling price, and would base his decision to buy or not on that
average. Let’s consider how the buyer reasons and what occurs in this market.

Assume that the price at which a car is being offered is P. If this were the
market price of second-hand cars, the sellers would only offer to sell cars that,
in their eyes, are worth at most P, that is, the only quality levels on sale would
be such that P> p, k. In other words, it would only be possible to find qualities
k < P/p,. Given the assumed a priori distribution of quality, the average quality
in the market at price Pis K = P/(2 p,). Now, since the average quality is K=
P/(2 p,), the consumers that buy at this price receive an average utility of p, K=
(p/(2 po) ) P=(3/4) P. This means that the consumers are not willing to buy,
since the price P is greater than the average utility of consuming (3/4) P.
Therefore, no transactions will take place. In fact, the only price at which con-
sumers would be willing to buy in our example is P= 0, since then they are sure
that the car they buy is of the worst possible quality. The informational prob-
lems presented are sufficient to cause the disappearance of the market for
second-hand cars. :

In the above example, it was assumed that there is no way that the seller can
convince the buyer that a certain car is of high quality, thus the asymmetric
information results in not only an important inefficiency, but even the dis-
appearance of the market (except, perhaps, the market for ‘lemons’). This is not
always the case. Even though the asymmetric information implies a cost, as we
shall see, sometimes it is possible to discriminate.

In order to understand how the principal can discriminate, that is, how the
agent can be motivated to reveal private information, imagine you are the
buyer of a used car (the principal). What type of agreement between you and
the seller (the agent) would convince you that the vehicle you are buying is of
good quality? One possibility is to only buy if the seller is ready to accept a
sufficiently long guarantee period. Since low-quality cars are likely to break
down soon after the transaction, the seller of a lemon would be reluctant to
accept a contract including a guarantee, since doing so may well cost him more
than what he gets by selling his lemon for the price of a ‘peach’ (a good-quality
car). On the other hand, a seller of a peach would accept a contract with a
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guarantee, at least at a reasonable price. Hence, it may be possible to discrimin-
ate between cars according to the clauses of the transaction contract.?

This chapter will consider optimal discriminating contracts when the agent
has private information. We will study the characteristics of these contracts
both when the relationship is between one principal and an agent, and when
there are many principals in the market, all interested in signing with the agent.

4.2 A Model of Adverse Selection

In the following we present the consequences of the appearance of an adverse
selection problem? in the framework of Chapter 2. Hence we will consider a
risk-neutral principal who contracts an agent (who could be risk-neutral or
risk-averse) to carry out some effort on her behalf. We assume that the exertion
of effort e is associated with an expected payment to the principal of IT (e).
Since here the agent’s effort will be assumed to be verifiable and the principal
is risk-neutral, we will simplify the notation by dropping the (effort depen-
dent) probabilities of each outcome. Therefore, IT (¢) = X, pi(e) x;. In order
that the objective function be concave, we assume for simplicity [T’ (¢) > 0 and
IT" (e) < 0.

The agent could be either of two types, between which the principal cannot
distinguish. The two types differ only with respect to the disutility of effort
function, which is v (e) for type 1, and k v (e), with k > 1 for type 2. Hence the
disutility of any particular effort is greater for an agent of type 2. We shall refer
to the first as a ‘good’ type (denoted by G) and the second as ‘bad’ (denoted by
B), since for the same effort, the principal will have to pay more to the second
type than to the first. Given this notation, the agents’ utilities are (respectively)
UC(w,e) = u(w)—v(e) and UB(w,e) = u (w)—kv(e).

The game is represented in Figure 4.1.

| | )

N chooses P designs the A either A supplies N plays Outcome
the type of A contract accepts effort and
(or rejects) pay-offs
Fig. 4.1

2 In Ch. 5 we will analyse the situation in which it is the seller (the informed party) who offers the
contract. Then the contract can signal the quality of the car.

3 Some important papers in these topics are Mirrlees (1971), Spence (1974), Mussa and Rosen
(1978), Baron and Myerson (1982), and Guesnerie and Laffont (1984).
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If there was no adverse selection problem, and the Principal was contracting
with a type- G agent, she would then solve the following problem:
Max Il(e)—w
[e;w]
st.. u{w-v(ez2U,
which, given the initial assumptions, is concave in (e, w). The optim?l contract
for a type-G agent (e6", wG") is characterized by the following equations:
u(wo) —v(e) = U
v (e%)
u (W)’
The first of these two equations is the participation constraint, and the secc.)nd
is the efficiency condition which demands that the marginal rates of substitu-

tion of effort and wages be the same for the type-G agent and the principal.
If the agent were of type B, then the optimal contract (5", w5") would be

given by:

IT (67 =

u(wB)—kv(es)=U

S TACS
(eB*) = 7 )

In order to make clear the relationship between the two contracts, the con-
ditions that define them are depicted in Figure 4.2.4 It is easy to see, both in
Figure 4.2 and from the equations, that it is optimal for the prin‘cipa.l to de-
mand more effort from the agent to whom effort is less costly, which is to say
¢G* > ¢B*. However, we cannot be sure about the relationship between the

4 ’
e (o) v'(e)

u’(w)

Fig. 4.2

4 The curve u (w) — kv (e) = Uis beneath u (w) — v (¢) = Usince k >'1,while m" (g) <0,v"(e)>0
and u" (w) <0 imply that the curve IT' () = k v/ (e)/ (w) is beneath IT' (e) = ¥ (e)/u (w).
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wages, since there are two effects of opposite sign. On the one hand, any par-
ticular effort level is more costly to B than to G, and so for a given effort level,
Brequires a greater wage than Gin order to participate. But, on the other hand,
the Principal demands less effort from B than from G, and so the latter should
receive a greater wage, at equal effort costs.

Figure 4.3 shows a second form of seeing graphically how the optimal
contracts are calculated. In Figure 4.3, the highest isoprofit curves that the
principal can obtain, given the combinations of (e, w) for which the agent ob-
tains exactly his reservation utility are shown. Once again, it can be seen that,
under symmetric information, the efforts are ordered, but exactly which agent
type receives the greater wage will depend on the particular problem at hand.

e A

IT(e)-w =constant

(WG*,EG*) u(w)—v(e):g

I1(e)-w =constant

u(w)~kv(e)=U

Fig. 4.3

If there is an asymmetric information problem in which the agents know
their type, but the principal doesn’t, then the contracts {(G", wG*), (eB", wB")}
are not a good deal for the principal. If the principal did offer these two con-
tracts to any agent, allowing him to freely select the contract that he most likes
.(s1nce the principal cannot identify the type of agent with which she is deal-
ing), then a type- Bagent will choose the contract that is designed for him, but
the type-G agent also prefers (eB*, wB*) to (eC”, w<™), To see this, note that the

t)fpe— G agent obtains U, from the second contract, but under the first contract
his utility is greater:

UG (WP, eB") = u (wB") — v (eB") > u (WB*) — kv (eB”) = U.

. As with the case of moral hazard, symmetric information contracts are not op-
tl‘mal under asymmetric information. This can also be seen graphically in
Flggre 4.2, given the position of both contractsin (e, w) space and the fact that
utility increases with increases in w or decreases in e.
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In order to calculate the best contracts that the principal can offer in this
situation, we must first describe the problem that she faces. To do so, assume
that the principal considers that the probability of an agent being type Gis g,

where 0 < g< 1.
What form will the contract that the principal offers an agent take? Perhaps

we could think that the best is to design a contract (e, w) that takes into account
the probability of an agent being of one type or the other, and that is acceptable
to either type of agent. However, as will become clear in what follows, the prin-
cipal can, in general, do better. She can design a menu of contracts { (G, wC), (€5,
wB)}, where (eC, wO) is directed towards the most efficient type of agent, while
(eB, wB) is intended for the least efficient type. That is to say, it is as if the prin-
cipal offered a contract saying: ‘T have these wage schedules, one for each of the
possible types you can be. So, tell me which is your type, and I’ll give you your
corresponding contract.’ In fact, the case in which the principal offers a single
contract to both agent types is a special case of this contract menu in which
both contracts coincide. Thanks to the separation of the two contracts the
principal can, in general, obtain greater expected profits than if only one con-
tract were offered. Note, however, that for the menu of contracts to be correctly
designed, the type- G agent must select that contract designed for him, and the
type- Bagent must select the contract intended for him. Hence the scheme must
be self-selective. Since agent type is not observable by the principal, the menu of
contracts must be such that each agent obtains greater utility by truthfully re-
vealing his type than by deceiving the principal.

Menus of contracts are not as unusual as they may seem. On many occasions
an employee will offer different contract possibilities to a worker in order that
the latter chooses the one which most suits his own personal work habits.
Similarly, insurance companies offer several possible insurance contracts and
each client may freely choose the one he most prefers. In both cases, these are
menus of contracts, in which each contract is designed with a particular type
of worker or client in mind.

The design of the optimal contract could have a more complicated structure
than offering a choice of two contracts, or receiving signals that belong exclus-
ively to the characteristic space (in the case at hand, announce type G or B).
However, offering three different contracts would be unnecessary since each
type of agent will prefer only one of the three, hence at least one will never be
chosen, and so it may as well be eliminated from the menu, thus leaving only
two contracts. The same can be said of complex mechanisms in which the
agents must send more sophisticated signals. This discussion is the foundation
of the revelation principle. This principle asserts that, in the search for the
optimal contract, the principal may restrict the menu of contracts to those
that provide each type of agent with the incentive to truthfully reveal his
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characteristic. These mechanisms are normally referred to as revealing or
direct.> The intuition for this principle is the following. Assume that the prin-
cipal is concerned about a certain agent’s information that the agent can
manipulate, say his income. She can ask the agent a variety of indirect ques-
tions, for example, how he shares his expenditure among the different goods,
his political preferences, his hobbies. These messages will be used by the prin-
cipal to deduce the agent’s income through a certain rule, rule that the agent
also knows. Consequently, the agent has the same incentives to manipulate the
set of answers that will be used to deduce his income, as he would have to
manipulate the information concerning his income. Hence one gets the same
result by straightforwardly asking the agent’s income, that is, using a direct
mechanism.

The principal’s problem, therefore, is to maximize her expected profits sub-
ject to the restrictions that, after considering the contracts offered, the agent
decides to sign with the principal, choosing that contract designed for his par-
ticular agent type:

Max q [ T1(e6) —wG] + (1 —q) [ T1 (eB) — wB]
[(€6, W), (e, wh)]
st.  u(wG)—v(eS)2U (4.1)
[P41] u(wh)—kv(eB)2U (4.2)
u (W6) — v (€59) 2 u (wB) — v (eB) (4.3)
u(wB) — kv (eB) 2 u(wG) — kv (e6). (4.4)

The first two restrictions ensure that the two agent types will accept their
respective contracts (participation constraints), while the last two are the con-
ditions that ensure that each agent type is personally interested in accepting
the contract designed for his type rather than the one designed for the other
type of agent. These are known as self-selection or incentive compatibility con-
straints.

Before solving the problem, note that (4.1) is implied by (4.2) and (4.3):

u(wG) —v(et)2u(wB)—v(eB)2u(wB)—kv(ed) > U,

and so we can exclude restriction (4.1). In fact, this is a feature of adverse selec-
tion problems. The only participation constraint that the principal need to be
concerned with is that corresponding to the least efficient agent. This is because
the most efficient agent’s incentive compatibility constraint says that he will

> More precisely, the revelation principle guarantees that any Bayesian equilibrium resulting from
a mechanism (M, g) proposed by the principal, where M is the agent’s set of messages and gis the re-
sult of the game, can also be found as the Bayesian equilibrium of a direct mechanism in which she
asks the agent about his type and the agent tells the truth. Discussions on this topic can be found (for
example) in Kreps (1990) and Fudenberg and Tirole (1991). Gibbard (1973), Green and Laffont
(1977), and Myerson (1979) were the founders of this principle.
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not want to pass himself off as some other type, and these other types, given
their own participation constraints, are guaranteed at least the reservation
utility, even with greater disutility associated with the contracted effort. HC{ICC
the most efficient agent type must also be guaranteed at least the reservation
utility. '

Note also that, in order that the restrictions are satisfied, the optimal con-
tracts must be such that greater effort is demanded of the most efficient agent,
that is, €6 > B, since (4.3) and (4.4) imply:

v(€6) — v (eB) < u (WG) — u (wB) <k [v (eG) — v (€B)], (4.5)

which, since k> 1, implies that v (eG) > v (eB).
Result 4.1 characterizes the optimal menu {(eS, wS), (€5, wB)}.

Result 4.1. The menu of contracts {(¢C, wG), (eB, wB)} which solves problem
[P41] is defined by the following equations:

u (wG) —v (e6) = U+ (k—1) v (f)
u(wB)—kv(ed)=U
v ()
u (w°)
kV’(eB)+q(k—1) vV (&)
W(wh)  (1-q) w (w°)
Proof. Let A, 1, and 8 be the Lagrange multipliers associated with (4.2), (4.3),
and (4.4) respectively. The Lagrangean first-order conditions are:

Il (e6) =

IT (e8) =

—q+uu'(wG)—8u’(wG):0<::>u—8=u,gvc) (4.6)

(WB) -t (wB) + 84 (WB) =0 &> A—p+8=——1 (47)
—(1—q)+Av (WB)—pu' (WB) +0u (W)= 7 7 &

I (e
gIT (¢6)—p v (e6) + 8k v/ (£6)=0 & wam% (4.8)
(1—q) IT (eB)~L kv (eB) + v (eB)—0kv (eB)=0
@kk—u+8k=(l—_z%3)~ (4.9)

Equations (4.6) and (4.7), and (4.8) and (4.9), in particular imply (respect-
ively):
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__ 9 1-¢
=7 WO +m >0 (4.10)

_qIl (%) (-g)IT (¢
= +TeB) (4.11)

by which the participation constraint of agent B, (4.2), binds. Moreover, L > 0
because (Kuhn-Tucker conditions require the Lagragean multipliers to be
non-negative) L = 0 would, by equation (4.6), imply & < 0 which is impossible.

Before presenting the characteristics of the optimal contract, we will prove
that it cannot be optimal to offer a contract that demands the same effort from
both agent types. Note that if e = e5, then it must also be true that wG = w8
(since equation (4.5) implies that u (wG) — u (wB) = 0). On the other hand,
(4.10) and (4.11) in this case imply that:

1 IT'(e)
u(w) kv (e’

for values of eand w common to both agent types. Finally, equations (4.6) and
(4.8) in this case imply that:

Ak

A=

| _
p= u,(w)+8—qk+6
_q1IT' (e)
= e +kO=qgkA+kS=k(qA+§),

which is impossible since p cannot be equal to k u, with k> 1 and p > 0.
Consequently, the optimal menu will really include two different contracts for
the agent.

Since €C > B, it is not possible for both self-selection conditions (4.3) and
‘(4.4) to bind simultaneously, since k > 1 implies that one of the two inequal-
ities of expression (4.5) must be strict. Equation (4.3) binds since p. > 0. There-
fore, (4.4) does not bind, which implies & = 0. Equation (4.3) can be rewritten as:

u(WG) — v (e0) = u (wB) — v (eB) = u(wB)—kv(eB)+ (k—1) v (eB)
=U+ (k—-1) v(eB),

thfit is, the contract designed for the most efficient agent is such that he will ob-
taln‘welfare strictly greater than his reservation utility.
Since § = 0, equations (4.6) and (4.8) imply:
_L__ I
u (W) V(%)
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which is the familiar efficiency condition that the contract (e¢*, wC”) fulfils.
Finally, given that (4.7) is equivalent to:
l1-q
= A
u ur (WB)

equation (4.9) can (using (4.10) ) be written as:

A-gk gtk=1) _(1-g)IV (¢"

u (WF) (W) V()

that is,
k=1) v (&) kv (&
q(k-1) v,( G? N ,V( ):H,(eB)’
(1-q) ' (w°) o (w)
which is the fourth equation defining the optimal contract menu. Q.E..D.

The optimal contract menu {(e®, wG), (eB, wB)} has the following character-
istics. First, the participation condition only binds for the agent with the high-
est costs, while the other agent receives an informational rent of (k— 1) v (eB).
That is, the most efficient agent receives utility greater than his reservation level
due to his private information. This is a characteristic feature of contracts under
adverse selection. The only restriction about which the principal need be
worried is that corresponding to the least efficient agent.

Secondly, the incentive condition for high-efficiency agents binds in the
solution, while that corresponding to low-efficiency agents does not.

Thirdly, the efficiency condition binds for the good agent. This property is
known as ‘non distortion at the top’ and indicates that, given an adverse selec-
tion problem, the only efficient contract is that designed for the agent with the
‘best’ characteristic (in other words, the contract designed for the agent for
whom no one else wants to pass themselves off, is not distorted). It should be
noted that if the agent is risk-neutral, then the efficiency condition 1/u' (w©) =
IT' (e6)/v' (€%) does not depend on w5, since ' (w©) is a constant. This implies
G = ¢G". If the agent is risk-averse, then the efficiency condition depends on
w5, The optimal salary wG in an adverse selection situation is different from
WG, and this implies that G is different from eG*. However, the contract pro-
posed to type G agent is efficient in both cases.

Finally, a distortion is introduced into the efficiency condition of the least
efficient (type-B) agents. The intuition behind this distortion is to make the
contract (e, wB) less attractive to type-G agents. By distorting, the principal
loses efficiency with respect to type-B agents, but she pays less informational
rent to the type-G’s. The trade-off between these two effects is favourable to
the distortion. Starting from agent B’s efficient effort level, a marginal change
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only induces a second order effect on the welfare the principal extracts from
agent B (the first order effect of a change at the optimal level is zero) while it
causes a first order effect on agent G’s informational rent,

Before commenting these conditions, we will consider the relationship be-
tween the wages and the efforts offered given the presence of an adverse selec-
tion problem, and those resulting from maximization under symmetric
information. For agent type G the efficiency condition is the same in both sit-
uations, although the participation condition binds under symmetric infor-
mation but does not under asymmetric information. Graphically, the
situation is presented in Figure 4.4, where we denote A = (k~ 1) v (¢B). Tt is easy
to check that €6 < ¢G* and wG > wG* holds true.

A

v'(e) u(w)-v(e)=U

u’'(w)

IT'(e)=

u(w)-v(e)=U+ A

G*

/

G * G

Fig. 4.4

On the other hand, for agent type B we have Figure 4.5, where

c_dk=1) v (&
(1-q) o (v’
For this contract eB < eB* and wB < wB".6 Bear in mind that it is also true that ¢G

> eBand, as is easy to see, wG > wB (no agent will choose a contract that de-
mands more effort if less is paid for it).

What is the form that the optimal contracts under adverse selection take due
toﬂ? Assume that we begin with a symmetric information contract and that we
Wlsh to see how we can improve it. The problem with the symmetric informa-
tion optimal contract menu {(eG*, wG*), (8", wB*)} is that it is not self-selecting

6 The shapes of the i i
graphs are due to the following properties. For the curve u (w) — v(e) = U+ A
de/dw > 0 and de/dA < 0, while the curve C+ (V' (e9)/u' (W) = IT'(¢C) satisfies de/ow < 0 and de/dC

<0.On the other hand, the isoutilit i
! , y curve must be concave, although the concavity of th C+
(V (Sy/w (WS ) =11 (€0) is indeterminate. & v e eurve
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A
e
v’
(9= v'(e) c
u’(w)
u(w)-kv(e)=U
* k ’
eB IT'(e)= V,(e;
B u'(w
WB WB* —- W

Fig. 4.5

when the principal cannot identify the agent types. If this menu is offered,
agent type G will prefer to sign the contract designed for agent type B, rather
than his own. Therefore, to begin with, we have only one contract, (e8*, wB").
How can we change this contract, such that the new one is at least as attractive
to G and that it gives greater expected profits to the principal?

The difference between the agents is that one type suffers more disutility of
effort than the other. Hence the wage that the principal must pay to compen-
sate an increase in effort demanded is greater if it is demanded from B than if
it is demanded from G. In other words, if the principal wanted to, she could
offer a menu of contracts {{(eG, wG), (eB*, wB*)} such that G > eB*, WS > wB* so
that it is self-selecting: UG (w©, €C) = UG (wB", 8) and UB (wB", eB*) > UB (wF,
€G). Anyway, the principal has greater interest in demanding more effort from
G than from B, as can be seen by the fact that 6" is greater than eB”. Therefore,
one way of improving the original contract is to demand greater effort from
the most efficient agent, duly compensating him with a higher wage (only just
sufficient for him not to choose the contract intended for the least efficient
agent). For example, the efficient effort level could be demanded, while paying
a wage higher than that paid under symmetric information.

However, trying to improve the situation by changing only G’s contract,
leaving B’s contract unaltered is not the best solution for the principal. The
contract designed for B is Gs ‘temptation’. Hence under adverse selection the
contract intended for Bis also modified: e? < 8" and wB < wB", The reason for

this modification is that through a distortion (and thus an efficiency loss) in -

the contract offered to B, this contract becomes less interesting to agent G, and
the informational rent that is necessary to pay him (the difference between the
wage paid now and the wage that would be paid for the same effort under sym-
metric information) is, therefore, lower. Thus there is a trade-off between
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Freating an inefficiency in the contract intended for B and reducing the
n'1formational rent paid to G. This trade-off is favourable to the distortion
since the modification of B’s effort level only induces a second-order effect
in the principal’s welfare, while the reduction of G’s informational rent is a
first-order effect. This argument states that starting the distortion is always
profitable. When will the principal stop? The size of the optimal distortion
will depend on the probability of the agent being of type G. The more prob-
able it is that the agent in question is type B, the less profitable it is to change
the contract intended for type B, and it will be preferable to pay informa-
tional rent when the agent turns out to be type- G, a rather rare occurrence, At
the limit, we note that when g — 0 the contract designed for B (in result 4.1)
converges to the optimal symmetric information contract. On the other
hand, if the agents are almost all type-G, the principal will prefer to design a
contract menu that introduces a large distortion in the least efficient agent’s
contract (they are scarce) but that gives a low informational rent to the most
efficient agents. Hence, if g — 1 then the distortion in the contract is max-
imized.

Finally, two comments are in order. First, we should point out that adverse
selection problems turn up independently of the agent’s risk-aversion. Even if
tche agent is risk-neutral, the problem has the same basic characteristics, and it
is solved in the same way. The reason for this (as opposed to problems of moral
hazard) is that there is no insurance incentive problem, but rather the prin-
cipal is unsure to whom she is offering a contract.

. Secondly, we have analysed the optimal contract menu when the principal is
interested in contracting the agent independently of his type. The other option
the principal has is to offer a contract that will only be accepted by low-effort
cost i.ndividuals, leaving the position vacant should the agent be of type B. This
case is equivalent to a situation of symmetric information with only one agent
type, but the contract only takes place with probability g. In this case, the ex-
pected profits will be g [TT (¢5*) — wG"]. In order to see which is the best strat-
egy (only hire agents of type G, or offer a self-selecting contract menu, thus
never leaving the position vacant) it is necessary to compare the expected
profits in each case. The principal will offer the optimal menu {(eG wG), (eB

wB)} characterized in result 4.1 when: B

q [ T1(e%) = wO] + (1~ q) [T1 (eB) - wB] > ¢ [T (6%) — wG"].

?t}ﬁermse, §he will propose (eG*, wG"), a contract that will be accepted only
1f the agent is of type G. In the latter case, the adverse selection problem does
Not cause any distortion in the contract (only efficient contracts are pro-

posed), but it does imply that, with probability 1 — g, the transaction will not
take place.
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4.3 When Principals Compete for Agents

The conclusions of the above adverse selection models are different if we con-
sider situations in which several principals compete in order to attract agents,
rather than the case of one principal who designs a menu of contracts that
maximizes her expected profits. The effect of this type of competition is that
each principal will have to offer the agent greater than reservation utility so
that her offer will be accepted above the offers of the other principals. In this
case it is possible that we may find ourselves in situations in which no equilib-
rium exists (as was shown by Rothschild and Stiglitz (1976) for the insurance
market, an example that we will consider in the applications). We shall also see
that when we observe pay-offs functionally related to the results of the rela-
tionship, these pay-offs are not necessarily due to the existence of a moral haz-
ard problem, but rather they could be motivated by the principal’s ignorance
of the agent’s type. Finally, we will see which agent types win and which lose,
given the asymmetric information.

Let’s consider a simple case in which there are two possible agent types, as in
Section 2. We shall continue to call them good (G) and bad (B). However the
two types are now not different with respect to their effort disutility, but rather
one (G) is more productive than the other. In particular, we assume that G is
more careful than B, in the sense that he commits fewer errors. In other words,
his average result is better.”

In modelling this situation, we will assume that the productive process is not
deterministic, but that the final result depends on luck (that is, it depends on a
random variable). In order to simplify the problem, we assume that effort is
not a choice variable, but rather it is unique and observable. Therefore the
principal cannot separate the two agent types by demanding greater effort
from one of them. When the agent exerts effort, the result could be either a suc-
cess (S) or a failure (F). The probability that it is successful is pG when the agent
is type G and pB when he is type B, where pG > pB. The principal values a suc-
cessful result at xg, and a failure at x. The result is observable, and so the prin-
cipal can pay the agent according to the result should she so desire. Call wgthe
agent’s pay-off (wage) if Sis observed, and wy the pay-off if the result is F.

There are several competitive principals trying to contract with the agents.
Principals are risk-neutral. Consequently, if the probability of success is p,and
the pay-offs offered to agents are (wg, wg), a principal’s expected profits are

7 In this section we deal with a model something different from the model used in the previous sec-
tion. To understand the reason for this, see exercise 16.

117



PRI AARVELLC JCICTCLION rToiem

Ell=puxs+(1-p) Xg~p w5~ (1-p) wp.

EUG:pGu (ws) + (1= pS) u(wp) or EUB=pBu(wS) + (1 - pB) u (wp),

depending on whether his type is Gor B.

Since only one effort is possible and since effort implies the same disutilit
to each agent type, we can effectively forget about effort, assuming that it i)s’
taken account of in reservation utility, That is, an agent will only accept a con-
tr.act.that guarantees him the same expected utility as not signing plus the
disutility that the contract implies, a value that we will call the agent’s I1?eserv
tion utility. "

The fact that there are now many principals in the market implies that we no
longer c.onsider the contract that a principal would offer to an agent, but rather
we are interested in the set of equilibrium contracts in the game’ played b
principals competing to attract agents. Since there are many principals il}l,
or.der. for a pay-off scheme to be an equilibrium it must hold that no otiler
principal can offer a different contract that would be preferred by all or some
o'f the agents, and that gives the principal greater expected profits. Note that
since tl}ere are two agent types, the equilibrium pay-off scheme must indicate’
which is the wage to be offered to type-G agents, and which is the wage to be
offered to the type Bs. Therefore, a payment scheme will take the form {(wg
wfj ), (w8, wB)}. It is possible that the pay-offs to each agent type could ).
incide, depending on the problem at hand. P v

4.3.1 The benchmark: Symmetric information

Btefor.e attacking the asymmetric information problem, we will analyse the
S}tuat}on under symmetric information. When all principals can perfec}t,ly dis-
tinguish agent types, the problem of equilibrium determination can be broken
Into two independent analysis: what contract forms an equilibrium for type-G
agents, e.ind what contract forms an equilibrium for the type Bs. P
Consider a representative agent type, T(T= G, Bin our model), and denote
the p‘robability that the result is successful for this agent by pT. Tl,lere are tw
conditions that determine this agent’s equilibrium contract CT = (wh wi): )

(i) The expected profits of the principals must be zero. This is true since if the
expectec} profits of a principal who offers ( wd, wl') were IT > 0, then some
f)ther' principal could offer the contract (wlI+AT1, S/FT +AID),0< 5» < 1,which
1s strictly preferred by type- T agents, and yet still offers an expected p,roﬁt of
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(1 —A) I for each agent hired. Hence, a situation in which the contract offers

positive expected profits cannot support an equilibrium.
(ii) The contract CT must be efficient. This requires that the contract must be

Pareto optimal in the sense that no other contract exists that would be pre-
ferred by both principal and agent. This must be true since, if such a contract
did exist, some other principal would have sufficient incentives to offer it since
it gives positive expected profits, and the agent would have sufficient incentives
to accept it since it gives him greater expected utility than CT. This efficiency
condition implies that the contract CT= (w], w[) is the solution to the follow-

ing problem:
Max — plxg+(1-pT) xp—pTws—(1-pT) wg
(ws, W)
s.t. pTu(wg) +(1-p7) u(wp) 2EUT

where EUT" is the reservation utility of the agent, as defined above. The above
problem demands that the contract be Pareto optimal. If some other principal
wants to attract the agent, she must offer expected utility of at least EUT", and
so the new principal will receive expected profits strictly less than those ob-
tained through the above problem (which will be zero in equilibrium). It is
easy to see that the problem is concave, and that the Kuhn-Tucker conditions

require:
wi=w
This is a predictable result. From Chapter 2 we know that the optimal risk
share will require that the risk-neutral principal fully insures the agent.
The wage will be given by the zero expected profit condition:
wl=wl =pTx+ (1-pT) xg.
Hence the optimal contracts for type G and B agents are determined by the
conditions:
w§ = wg = pGxg+ (1 - pO) xp
wB=wp=pBxs+(1-pB) xp.

In Figure 4.6 the symmetric information equilibrium contracts C¢*and CB”

are shown.
In Figure 4.6 we observe that the indifference curves of each agent type are

such that for any given contract the indifference curve of Gis steeper than that
of B. This fact can be proved analytically using the probability distributions
associated with each agent type:
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Fig. 4.6
@_F __ PG u' (wy) PB u' (wg)
dws Ey6= constant (1 =p°) u' (wp) S —p%) ' (wp)

dw

dws EuB= constant.

The principal’s iso-expected profit curves are also such that those corres-
ponding to contracting a good agent are steeper than those corresponding to
contracting a bad agent. Formally, the slopes of the iso-expected profit curves
are, respectively, — pG/(1 — pS) and — pB/(1 — p5).

At the optimal contracts, the slopes of the indifference curves coincide with
the slopes of the corresponding iso-expected profit curves. Also, the contracts
are on the 45° line since the principal fully insures the agent. Finally, we have
used the notation T16 = pG x¢ + (1 — pS) xz— pG wg— (1 — pG) wy, and similarly
for I15.

In the same figure, it is easy to see that { CG*, CB"} would not be an informa-
tion-revealing equilibrium if there were asymmetric information concerning
agent type. In order to see this, note that if both C¢* and CB* coexisted in the
market, even though the former is intended for type- G agents, and the latter is
Intended for type-Bagents, all type-Bs have an obvious incentive to pass them-
selves off as type-G (higher indifference curves give greater expected utility).
Of_course, since all principals anticipate this behaviour, C6*will not be offered
as it is consistent with negative expected profits if signed by both agent types.
H(?re it is the bad agents that have incentives to pass themselves off as some-
thing they are not.
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4.3.2 Principals cannot distinguish agent type

When the principals cannot observe the type of agent accepting a particular
contract (and hence discrimination is not possible), the problem is no longer
separable into two independent problems, one for each type. When a principal
offers a contract intended for good agents, she must make sure that, given the
rest of the contracts on offer, type-G agents are effectively interested in signing
the contract, and type-B agents are not. The same reasoning is applied to a
principal who wants to offer a contract intended for both agent types (a con-
tract that ‘pools’ all agents).

An equilibrium situation is defined by a contract pair which we denote by
{CG, CB} = {(w§, w§), (w8, w)}, which may turn out to be equal, each intended
for a particular type of agent. The equilibrium contract pair must satisfy three
conditions:

Condition 1: no contract, C = (wg, wy), can exist that is preferred to C¢ by
good agents, that is not preferred to CB by bad agents, and that gives strictly
positive expected profits to the principal offering it, given that only type-G
agents will agree to sign it. -

Condition 2: no contract C can exist that is preferred to CB by bad agents,
that is not preferred to CG by good agents, and that gives strictly positive ex-
pected profits to the principal offering it, given that only type-B agents will
agree to sign it.

Condition 3: no contract C can exist that is preferred to CS by good agents,
that is preferred to CB by bad agents, and that gives strictly positive profits to
the principal offering it, given that both types of agent will agree to sign it.

These three conditions can be summarized as follows: an equilibrium con-
tract pair { CG, CB} must satisfy the condition that no principal can add a con-
tract (wg, wy) that would give positive expected profits from the agents that
prefer this new contract to C¢and CB. In particular, this condition assures that
any equilibrium contract set will give zero expected profits (otherwise there
would be a principal who would be prepared to reduce her expected profits per
agent, but take on all the agents in the market by offering a slightly more at-
tractive contract).

If the two equilibrium contracts for the two agent types turn out to be the
same, that is, there is only one contract that is accepted by both agent types,
then the equilibrium is said to be pooling. On the other hand, when there is a
different equilibrium contract for each agent type, then we have a separating
equilibrium. In what follows, we shall see that the first class of equilibria do not
exist in the market under consideration.
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The non-existence of pooling equilibria

Given the equilibrium conditions, in order for there to be a pooling equilib-
rium it must be consistent with zero expected profits for the principals offer-
ing the pooling contract. Therefore, the contract must be on the line:

IT'= plxg+ (1 - p!) xp— p' wg— (1 - pD) wp=0,

where pl = g pG + (1 — q) pBis the probability that the result will be successful
when the principal does not know which type her agent is. (This property is
implied by condition 3.) Figure 4.7 shows a pooling contract (' situated on the
line I = 0.

wp h %=0

U C=constant
=0

- UB=constant

45°

Ws

p1x5+(1—p1 )xg
Fig. 4.7

Now, we must check if conditions 1 and 2 are satisfied. At C/, as at any other
contract, a type-G agent’s indifference curve is steeper than that correspond-
ing to a type- B agent. This leaves a non-empty zone (the shaded area) between
both indifference curves, which are contracts that pay more for a success but
less for a failure. That this area exists is sufficient for the pooling contract not
to be an equilibrium. If a principal offers a contract in the shaded area, the new
contract will be preferred to C! by good agents but not by bad agents (it is
above the indifference curve of the good agents but below the indifference
curve of the bad agents). Note that, since only good agents will accept the new
contract, the principal who offers it will earn strictly positive expected profits
since the new contract is below the line I'1G = 0. C! therefore cannot be an equi-
librium situation.

The above logic shows that, for the situation at hand, pooling equilibria do
not exist. If an equilibrium does exist, it must be such that each type of agent is
offered a different contract.
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Finding the separating equilibrium.

Remember that the problem is that the bad agents wish to pass themselves off
as type G, but not vice versa. For this reason, for any contract {C% CB} that is
candidate as an equilibrium, it must hold that CBis equal to the contract CB*, the
symmetric equilibrium contract for type-Bagents. This must be true since the
contract CB must be on the zero expected profits line (I8 = 0) in order for it to
be an equilibrium contract. Besides, any contract on the zero expected profits
line that is not CB" is strictly worse for the agent, and therefore it would be pos-
sible for a principal to Pareto-improve it (consequently, condition 2 is not satis-
fied). Figure 4.8 presents this argument. Let C8 be a candidate contract to form
a part of the equilibrium menu. The graph shows that the contracts within the
shaded zone are strictly preferred, by both the principal and agent, to C5.

:Ws

Fig.4.8

Once the separating equilibrium candidate contract, CB = CP", has been
found it is not difficult to determine what contract to offer type-G agents, CG.
Figure 4.9 locates this contract graphically.

The contract CC is found at the intersection of B’s indifference curve (pass-
ing through CB*) and the line I'1¢ = 0. First, CS must be on the line 16 = 0 in
order to form a part of an equilibrium (as has been pointed out several times).
Also, it must be below (or on) the indifference curve of B that passes through
CB” so that a type-B agent still prefers CB* to the contract offered to type-G
agents. Finally, any contract on the line I'l6 = 0 below CG is strictly dominated
(for the agent) by CC, and so we will always be able to find a principal that can
offer a contract that improves both her own and the agent’s position, while
maintaining a point below (or on) B’s indifference curve (condition 1).8 We
have, therefore, proved the following:

8 We are assuming that, when presented with two different contracts between which he is
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Result 4.2. The separating equilibrium candidate contract pair is {CG, CB}
defined as C8 = CB", and CC is the intersection between the indifference curve
of B that passes through CB" and the line I1¢ = 0. Hence CS = (w§, wg) is
defined by the following system of equations:

u(wB) = pBu (w§) + (1-pB) u(wf)
PO x5+ (1 - pO) xp= p& wg+ (1 - p6) ws.

For the above contract pair the principals’ expected profits are always zero.
Also, it is impossible to find any other contract that would only be accepted by
one or the other of the two agent types and that would give a positive expected
profit. Hence, the only condition that we must verify is that no other contract
exists that is preferred by both agent types to their own contract, and that
would give positive expected profits to the principal proposing it (condition
3). Graphically, in order for such a contract to exist, it must be located beneath
theline IT'= 0 (see Figure 4.7), since the principal’s expected profits are greater
for contracts closer to the origin, and above the indifference curves of both G
and B passing through the points CG and CB respectively. Although we won’t
carry out the formal proof, graphically it is easy to see that such a contract may
or may not exist, depending on the parameter values. Figure 4.10 shows a situ-
ation in which {CC, CB} does constitute a separating equilibrium, while a sec-
ond situation, in which { CS, CB} is not an equilibrium situation, is presented in
Figure 4.11. This situation is not an equilibrium since there exists a zone of
contracts that are preferred by both agent types to their own contract, and that
give positive expected profits (the shaded area of Figure 4.11).

indifferent, the type-B agent will chose that contract that the principal wants him to, that is, he will
truthfully reveal his identity.
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Figures 4.10 and 4.11 clearly illustrate the conditions under which we would
expect a separating equilibrium to exist or not. When the probability that the
agent is good is rather low, that is, q is small, then the line I'! = 0 will be relat-
ively close to the line I3 = 0, making it more likely that the separating equilib-
rium exists. On the other hand, when gis close to 1, which is to say that there is
a high probability that the agent is of type G, then it is less likely that the separ-
ating equilibrium exists. Note that, if the separating equilibrium does not exist,
then the market has no equilibrium. The reason for the difference between the
two situations is that, when q is large the incentive to attract all the agents in-
creases, even though there is a risk that the agent will turn out to be bad (this is
a low-probability event). Separating the agent types is difficult in both cases,
since there are efficiency losses, but offering a contract that both agent types
accept is more profitable the greater is q.
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Result 4.3. There exists a g9 in the interval (0, 1) such that:

(i) if g < g9, then the contracts {CG, CB} defined in result 4.2 constitute a
separating equilibrium.
(ii) if g > qO, there is no equilibrium.

We shall now summarize the results of this model. First, the existence of an
adverse selection problem in a market may provoke the absence of any equilib-
rium in that market. Secondly, if an equilibrium does exist, it will be a separat-
ing equilibrium. That is, the market will support different contracts, each one
intended for one agent type.

Thirdly, in spite of the differences in the type of asymmetric information
and in the method of solving, the equilibrium that results in this market is sim-
ilar to the conclusions of the moral hazard model. In the moral hazard model,
the principal establishes pay-offs contingent on the result when efforts greater
than the minimum were required. In the adverse selection model that we have
analysed, contracts with contingent pay-offs permit the more efficient agents
to be separated from the less efficient ones. In this sense, the existence of con-
tracts that include contingent pay-offs need not be attributed to the existence
of a moral hazard problem, but rather this type of contract may also be the
consequence of adverse selection problems.

A final interesting conclusion is that, in the equilibrium, the least efficient
agents obtain the same expected utility (and even sign the same contract)
as under symmetric information, while the best agents lose expected utility
due to the asymmetric information. The expected utility at CG is less than
that at CG". The agent’s expected pay-off is the same under both contracts
since:

PO x5+ (1—pC) xp= pG w§ + (1 - pC) w§

However, while at CG” the agent always receives the same pay-off, at CGhe earns
more in some states and less in others. The reason why these agents must lose
expected utility is that in order to be sure that only type- G agents sign the con-
tract, it is necessary to sacrifice efficiency, distorting the terms of the contract
so that type-B agents do not prefer it to their own contract. Thus, the good
agents (those that are successful more often) prefer to reveal their character-
istic to the principals, while this information has no value for bad agents. In
this situation, the ‘non-distortion at the top’ property holds for the type-B
agents, because in adverse selection problems the ‘top’ agents are those for
whom no one else wants to pass themselves off (and not necessarily the most
efficient ones).
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4.4 Adverse Selection with a Continuum of Possible Types®

The assumption of the previous sections that there are only two types of agent
is rather unrealistic, but does simplify considerably the analysis, allowing the
use of graphical intuition. On the other hand, however, it is useful to know
what happens in more general models, above all since it is interesting to recog-
nize which hypothesis are relevant to the solution of an adverse selection prob-
lem (in other words, when the solution to these problems is similar to that
under the assumption of two agent types). The objective of this section is to
present the solution method for the case of many possible agent types. Solving
for a discrete number (greater than two) of agent types is very tedious. It is
easier, and on many occasions more natural, to assume that the set of possible
agent types is a continuous space. Hence we shall now solve the mechanism de-
sign problem for a continuum of agent types.

The classic framework for adverse selection problems is that which we con-
sidered in Section 2. Hence we shall reuse this framework for the present sec-
tion. We consider a risk-neutral principal, with profit function I (e), and a
risk-averse (or neutral) agent, whose utility is given by the function U (w, & k)
= u (w) — kv (e). kis a parameter that measures the disutility of effort of the
agent, and we assume that it belongs to a compact support K= [, K"]. Only the
agent knows the exact value of this parameter. The principal has initial (ex
ante) beliefs as to the distribution of the agent’s type. These beliefs are repres-
ented by a distribution function F (k), with F(k') =0 and F (k") = 1. The associ-
ated density function will be denoted by f(k), and we will assume that f (k) >0
forall ke K.

In the same way as in the case of two agent types, the principal designs a con-
tract menu, where each contract is intended for one agent type. Hence, the
contract menu will be a set of two functions {(e (k), w (k) ) | ke K}, and should
be interpreted as the principal offering the wage w (k) to a type-k agent, in ex-
change for an effort of e (k). In order for the contract menu to make sense, the
principal must be sure that a type-k agent will really be interested in choosing
the contract (e (k), w (k) ), rather than (untruthfully) declaring himself to be
some other type, kO, in order to sign the contract (e (k©), w (k©) ). In the cur-
rent framework, this incentive compatibility condition is written:

9 The analytical content of this section is slightly more difficult than that of the previous sections.
It is, however, the most classic form of treating the adverse selection problem, and for that reason it is
included in the main body of the text of this chapter. The conclusions that we will arrive at are similar
to, although more complete than, those presented in Sect. 2. Some readers might want to skip this sec-
tion as it is not necessary to follow the rest of the book.
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u(w(k))—kv(e(k))=u(w(kO))—kv(e(kO)), forall k, ke K

which is the equivalent to (4.3) and i i
which s the equivalen ) and (4.4) in the discrete set-up. This condition

ke argnI:Oaxu(w(kO) )—kv(e(kO)) forall ke K

In ord
atilit eg for tille agent to accept the offer, he must receive at least his reservation
y from the contract. Thus the principal’s problem can be written:

Max (I (e (k) —
(e (b, w(k)} jK (e (k) —w(R] f(k) dk

[P+2] .t u(w(k))-kv(e(k)2U forall ke K (4.12)

ke argmax u(w (k) )-kv(e(kO)) forallke K.  (4.13)
The above problem has some special isti i .
o the SOlution.peaa characteristics. The following properties

(a) Definition. The agent’ .
condition (C.8. %) if gent’s preferences U (w; ¢ k) satisfy the Spence-Mirrlees

J <aU/ae>
ok \auraw! ~
while they verify the (C.S.7) condition if

3¢ oviow) <@

ifcir any partlcul'ar u'tility function, the ratio (dU/de)/(dU/dw) is the mar-
iitiz; raztg gf_ s)u.bs;tutlon between effort and the wage. Therefore, the con
n (C.S.7) indicates that the lower is an ’ : .
n (C agent’s k parameter (th
efficient is the agent), the lower i i © effort
er is the wage required to ind i
cificient is the 2 ) ' q o induce a given effort
. possible to associate each effort level with
(e 2gent troes to be o ¢ vel with a wage that allows
: parated. The condition that the marginal
stitution between effort and th i e )
e wage is always decreasing (or i ing) i
the agent’s type guarantee i B oy cros e
s that the agents’ indifferen
and it is for this reason that it i i e e ony closs onee
is often referred to in the literat i
. lis ! ure as the single-
crossing condition. It is also known as the sorting, or constant-sign (C.S .
dition. g (C:5) con-
The agent’s preferen
ces, U (w, ¢ k) = u (w) — k i
o . en (w, & — k v (e), satisfy the
afe " Scseu—nl\lllilrrlges c;(f)nd}tlon (Q.S. ). In order to check that the pr’efereni};s we
ng do effectively satisfy (C.S.7), observe that, for our assumptions
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Of course, not all utility functions satisfy the conditions (C.S.7) or (C.S.
The assumed separability in wage and effort simplifies the analysis notably. 3

(b) We can divide the principal’s problem into two stages. First, for each
function e (k) that she may want the agent to use, the principal must find the
wage function w (k) that ensures that each agent type will effectively choose
that contract (e (k) , w (k) ) that was designed for him. Secondly, between all
the functions e (k) for which a wage function w (k) can be found (that is, those
effort functions that are implementable), the principal must choose that which
maximizes her expected welfare.

Now, since the agent’s expected utility function satisfies the condition
(C.S.7), that is to say, for given effort, agents with a lower k will accept con-
tracts with lower wages, the only way in which the principal can implement a
particular effort function e (k) is if the function satisfies the condition de/dk <
0, for all ke K.Inother words, we can restrict our attention 10 those effort func-
tions that are increasing in agent efficiency. The proof of this important result
(for a general utility function) is presented as complement 1 to this chapter.

(¢) In the same way as in the two agent type model, there is no need to worry
about the participation constraint (4.12) for all possible agent types. In the
current framework, the incentive compatibility condition for any particular k
e K, together with the participation constraint for k" (the agent with greatest
disutility of effort), ensure that condition (4.12) is satisfied for the rest of the
agent types. All that s needed is to note that, for all k,

u(w (k) —kv(e®)zulw(k) )—kv(e(k))
>u(wk))-Kv(ek))zU

Therefore, in the problem [P42], it is sufficient to introduce only the partici-
pation condition of the type-k" agent.

(d) The incentive compatibility constraint (4.13) can be transformed using
the agent’s indirect utility function, which we shall denote by I (k):

I(k)= max u (w (kO) )—kv(e(ko)):u(w(k) Y—kv(e(k)).
ko

The function I (k) measures the utility that a type-k agent obtains from the
contract. Given the definition of I (k), the envelope theorem ensures that we
can take the derivative of (k) without taking into account the influence of k

into w (k) and e (k). That is:

+)W

dl
Ec(k) =—v(e(k)).
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Thus, I (k) can be written as the integral of dI/dx (x) from k" to kas follows:
E o d1 k'
I0=10)+ | T @de=10)+ | we(n))ds
o dx p
Given this equation, it is easy to understand why the participation condition
must be saturated for k”: I (k") = U. Note that if the condition were not satur-
ated, then the principal could reduce the wage w (k") for this agent until it is
saturated, which would also have positive effects on the utility level I (k) that
the principal must guarantee to the other agents (and so their wage could also
be reduced). Therefore we have:
o
IR =uw(®)-kv(e()=U+ [ v(et)ds
k
from which the informational rent 6f a type-k agent is equal to:
Y
| ve)dx
k
The above equation determines how type-kagents must be paid in order for
their incentive compatibility constraint to hold for a given effort function e (k):

e
u(wk))=kv(e(k) )+ J v(e(x))dx+ U. (4.14)
k
We have shown that if e (k) is implementable, then we can be sure that the
wages will behave in the manner described by equation (4.14). Also, in
complement 1 we prove that e (k) is implementable if and only if it is not in-
creasing in k. Hence, condition (4.13) is equivalent to (4.14) with e (k) non-
increasing. We can also state that the participation condition (4.12), which is
only active for k = k", is implied by (4.14), i.e. for k = k", (4.14) ensures that
u(w(k’))=k"v(e(k"))+U
[PG;ven the above comments (a) - (d), we can write the principal’s problem
4.21 as:

Max Jime®)-won foo ak
{e®hw®)} K

[P43] s.t.

"

k
u(wk))=kv(e(k))+ J. vie(x) )dx+ U
% k)<0 k
dk( )<0.

We should point out that some important conclusions are implicit in this
form of the problem. First, the more efficient is the agent (the lower is the
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disutility of effort parameter k), the greater is the effort that the principal de-
mands of him. Secondly, since the wage w (k) must compensate at least the
reservation utility plus the disutility of effort, it must be true that the wage will
be greater the more efficient is the agent. Aside from this, greater efficiency also

corresponds to greater informational rent, measured by:
y

[ vew)ax

k
This expression is greater the lower is k.

In order to accumulate even more results, assume a simple situation in

which the agent is risk-neutral, u (w) = w. By substituting the expression for
w (k) into the objective function, the problem is written as:

y
Max j (H(e(k))—kv(e(k))— j v(e(x))dx)f(k)dk
fe(b} x k

[P14] st (%i(k)so.

We have not introduced U into the principal’s objective function, since it
takes the form

[ -uf@ak=-u| srdk=-u,
K K
i.e. it is constant.

Ignore, for the moment, the requirement that effort must be decreasing in
the characteristic, and denote by [P45] problem [P44] where this restriction has
been removed. If the solution to [P45] satisfies the restriction, then it will also
be the solution to [P4¢]. Only if the restriction is not satisfied in the solution do
we need to take it into account. To solve [P45], integrate by parts to arrive at:

i 3 K
jjv(e(x))dxf(k)dkz(F(k)J v(e(x))dx) ~[ vlem)F® d=
K k k 14 K
F(k)
- )= £(k) dk,
II( v(e®) L f
since F(K)=0 and | 5 v(e(k) ) dk=0. Therefore, problem [P45] is written as:
' F (k)
[P43)] Max | [M(e(®)-(k+ v(e(®)] FK) dk.
{e(k)}IJ.( < f"‘)>
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The first-order conditions of [P45] are:

, FRY oo I (e(0)
T (k) =kt ) ¥ (e0)) =0 & Yew)= =g - @9
)

In order to understand this equation, it must be understood that!0 the solu-
tion to the problem under symmetric information is given by e* (k) such that
IT' (e* (k)

P .

Therefore, as with the discrete case, the action of the most efficient agent, k
= k', does not distort (since F (k') = 0, and therefore the solutions to (4.15) and
(4.16) coincide for k'), and so the effort that the principal demands of him is
the same under adverse selection as under symmetric information. This prop-
erty is known as ‘no distortion at the top’. However, from all other agents, the
principal demands less effort under adverse selection, that is, F (k)/f (k) >0 im-
plies e (k) < e* (k). The reason for this is that by distorting the effort of a type-
k agent, the informational rents of all agents kO < k are reduced. The principal
must balance out the costs and benefits of demanding an efficient effort level
from a type-k agent (equation (4.16) ), and reducing the informational rents
of all agents more efficient than k (equation (4.14) shows that by reducing e (x)
the rents of all types k < xare reduced). The result of this trade-off is equation
(4.15).11

When may we be certain that the solution to equation (4.15), e (k), satisfies
the monotonicity property, de/dk < 0, required by problem [P*4]?
Differentiating the first-order condition (4.15), we have:

F (k) d <F (k)
f(k) dk \f(k)
Since we are analysing a maximum, the second-order condition must hold,

and so the expression accompanying de must be negative (in particular, this is
true if v" > 0 and I1" < 0). Therefore,

de o i(F(k)

dk = dk %)2—1.

v (e*(k)) = (4.16)

[n" (e (k) )— <k+ > Y (e (k) )] de- <1 + )) Y (e(k)) dk=0.

10 See exercise 12 in this chapter.

! Lewis and Sappington (1993) study the case in which the agent may or may not have more in-
formation than the principal before the contract, and the principal is ignorant of whether or not the
agent has this informational advantage. They show that, in these circumstances, a pooling contract
appears, that production is discontinuous, and that there is a significant distortion in the contract de-
signed for the highest ks. Analytically, this situation is similar to one in which the distribution of the
ks is not continuous, but rather there exists a mass point of k with strictly positive probability.
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To guarantee the monotonicity property in our framewc')r.k (and in .fact, in
several others), it is sufficient that the hypothesis of monotonicity of the risk ratio

holds:

d(F_(Q

- f(k)>20.

The above hypothesis is satisfied by distributions such as the uniform, the
normal, the exponential, the logistic, and the Laplace, among others. Or.le par-
ticular case for which the hypothesis holds is for distributions characterized by
f(k) decreasing, since F (k) is always increasing. .

Finally, we will consider a graphical treatment of what haPp'ens if, for some
set of points, the solution to [P#5] does not satisfy the restriction that e (k) is
non-increasing.12 Consider the function e (k), solution to [P45], as pre§ente'd
in Figure 4.12. A ‘problematic zone’ appears (between ¢, and ez),. since in this
zone effort is first decreasing, then increasing, and finally decreasing again.

)

Fig. 4.12

The solution to [P44] represents a compromise to solve the problem of the
zone between e, and e,. There will exist a number é€ (e,, e,) such that the solu-
tion to [P44] follows the first decreasing segment of the solution to [P45], t.h_en,
between the k corresponding to é and that level at which the solution rejoins
the second negatively sloped portion, the solution to [P44] will be constant (see

Figure 4.13).

12 For a rigorous analysis of this situation, see Guesnerie and Laffont (1984), or Fudenberg and
Tirole (1991).
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Fig. 4.13 >k

4.5 Comments

In conclusion, it is worth while briefly to discuss the interpretation of the
above results using concrete examples. Some of these are presented in greater
depth in the applications to this chapter.

A classic example in which adverse selection ideas have been applied is in the
regulation of public firms (see Baron (1989), or Laffont and Tirole (1993) for
an extensive analysis of this problem). Traditional economic research has, in
numerous papers, tackled the problem of optimal regulation of public firms.
The question asked is what is the optimal pricing policy for public firms. For
example, there is often interest in the firm equating its prices to average pro-
duction costs, or to marginal costs.

A regulated firm, on the other hand, can work with a significant margin
when asked for a cost declaration. It is very difficult, or at least costly, for the
government to verify that the costs declared by the firm correspond to the true
costs, or if the firm is exaggerating the costs in order to achieve greater profits.
In this case, the optimal policy for the government (the principal) is to offer a
range of prices and production levels (the contracts), each one designed for a
firm (an agent) with a particular cost function (the private information, or
agent type). The above simple adverse selection results tell us that in the regu-
lation problem, the optimal solution has the following characteristics:

(a) The greater are the costs declared by the firm, the greater will be the price
that the government will set in the market, but the less will be the quantity that
the firm will be allowed to produce.

(b) The regulated firm will obtain strictly positive expected profits, except
for the case in which its costs are the highest possible. The lower are the costs,
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the greater will be the expected profits (which could result in higher wages,

better working conditions, etc.). _
(¢) The production level that the government demands from the firm is

inefficient (from an ex post point of view, i.e. given the declared costs), except
for the firm with the lowest possible costs.

A second situation in which an adverse selection problem is present is a
monopolist that sells her product to different consumers, differentiated by the
value that they place on the product. The conclusions of this model are also
very useful. The monopolist would like to discriminate perfectly between the
consumers in order to maximize profits. However, the values the consumers
place on the product is private information, and so they will misrepresent it to
the monopolist if it is in their interests to do so. The monopolist can only dl'S—
criminate by offering different quantities at different prices. That is, the unit-
ary price need not be constant. In this case, the results are:

(a) The consumers that most value the product will pay a lower average
price for each unit bought. Therefore, quantity discounts is an optimal dis-
crimination policy.

(b) All consumers will receive positive utility by consuming, except for the
consumer that has the lowest private valuation for the product, since the
monopolist manages to take all the surplus from him.

The competition between insurance companies for clients was the analyti-
cal framework in which situations of many principals was originally studied
(Rothschild and Stiglitz, 1976). In this case, the companies (insurers) are the
principals, and the clients (insured) are the agents. The insured can be differ-
ent, according to the a priori probability of the insured event. The companies,
which are assumed to be risk-neutral since they insure many clients, are will-
ing to offer up to full coverage, but the price charged for each unit of coverage
must depend on the probability of the insured event, which is different for dif-
ferent clients. As applied to the insurance market, the adverse selection results
in this chapter can be read as follows:

(a) If there is a high proportion of ‘good risk’ (clients with a low probability
of the insured event) to ‘bad risk’ in the market, then no equilibrium will exist.

(b) Aside from the situation in (a), the equilibrium will be separating. By
this, we mean that the insurance companies will place different coverage-price
packages on the market, and the clients will choose that which they most pre-
fer according to their probability of the insured event. The ‘bad-risks’ will be
fully insured, at a high price, while ‘good-risks’ will be insured at a cheaper rate,
but the contract will include an ‘excess clause’ under which the client must pay
a part of any claim. The result implies that the ‘bad-risk’ contracts are efficient,
but that the ‘good-risk’ contracts are not.
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4A Complementary Material

4A.1 Implementable mechanisms

In this first complementary section we analyse the characteristics that the de-
cision function, e (k), must satisfy in order that it be implementable, that s, it
is possible to find a second function, w (k), such that the contract menu {(e (k),
w (k) ) | ke K} is autoselective.!3 In what follows we will assume a more gen-
eral form for the agent’s utility function than that which we have used up to
now, specifically, the agent’s utility is described by U (w, ¢; k).

Definition. A function e: K — R is implementable if there exists a payment
function w (k) such that the allocation {(e (k), w (k) ) | k € K} satisfies the in-
centive constraint;

U(w(k), e(k); k) = U(w(kO), e (kO); k) forall k, kO e K.

We shall restrict our attention to continually differentiable decision func-
tions, i.e. e (k) is Cl. The following properties analyse the implementability of
this type of function.

Result (necessary condition). A decision function e (k) is implementable only if
dUde 9 <8U/8e> >0
ow dk ok \QU/ow/ —

Proof. A type-k agent will choose the allocation that corresponds to his type if

ke arg max U(w(kO),e(kO);k).
kOe K

The first- and second-order conditions of this problem are:
oU (w (k°), e (k%); k)

akO lkozk:O
02U (w (K9, e (k9); k)
Y lkO:k <0

These conditions must be satisfied for all k, at each point kO = k. Differenti-
ating the first-order condition with respect to k gives:

13 The formulation presented is a simplification of the general analysis of Guesnerie and Laffont
(1984).
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U (w (K9), e (K°); k) o+ 2U (w (K9), e (K°); k) lo_.
9k02 k™ =k ok® ok -

from which the second-order condition can be written as:
d*U (w (K°), e (K°); k)
k9 ok

Rewriting the derivatives of the function U (.), the above equation can be
written as:

=0,

lio_i>0.

3 AUk K\ de 9 (QU(kK) dw
ﬁ( de >dk(k)+ak< ow )dk (k20,

where we have simplified the notation by introducing U (k'; k) = U (w (k'),
e (k'); k). Since, from the first-order condition, we know that

QUG ) de

U (k k)> dw
de dk

w ) ak B=0

0+

which can be written as

U (k; ke de

- k),
aU (k; k)low dk( )

ow

(k) =

ok (k)
the second-order condition can be shown to be

3<aU(ic, k)) i(&U(k, k)> AU (k k)/de de

— — (k)20
ok de ow oU (k k) ow dk( )

de
P 3%

E;_(viaak (8 aug<au>

e w

de/ ~ de 3k
(QU/ow)?

oU de
9w dk

dU de 0 /dUlde

P > 0.

20 ow dk dk <8U/8w> 20
Q.ED.

Bearing in mind that the utility function is increasing in the wage, dU/dw 2
0, and given the definition, given earlier, of the Spence-Mirrlees condition, the
following theorem is a direct corollary of the above result.

Result (monotonicity). If the agent’s preferences satisfy (C.5.7) (or (C.S.7), re-
spectively), then a necessary condition for a decision function e (k) to be im-
plementable is that e (k) be non-increasing, i.e. e (k) = e (k©) for all k< kO (or
non-decreasing, respectively, i.e. e (k) < e (k©) for all k< kO).
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When an agent’s preferences satisfy the Spence—Mirrlees condition, the mo-
notonicity of the effort decision function, e (k), is a necessary condition for its

imple.mentability. The following theorem assures that this condition is also
sufficient for global implementability.

Result (su]Zicient condition). If the agent’s preferences satisfy (C.S.™) (respect-
ively (C.S.™) ), then a decision function e (k) is implementable if it is mono-
tone non-increasing (respectively non-decreasing).

Proof. As shown in the proof for the result concerning the necessary condition,

the pf:;yment function that locally implements the decision function e (k) must
satisfy:

dw = dU(k k)/de de

dk (k) = oU (k k)/ow dk ().

In order to prove that the allocation {e (k), w (k)) | ke K} is globally imple-
mentable, we must show that, for all ke K,
U(k k) > U (kO; k) forall k0e K.

To see that this is so, assume that the result does not hold, and so there exists
some kO # k such that:

U (kK- U (k% k) <0.
But this is the same as requiring that:

dU
f— (g k)dx>0.
: dx

Since we can write:

oU

oU oU/de
(k) == .
3 50 =5 (s (52 (sh),
it must be true that:
oU/de de

v, = 9U e aU dw
a0 =5, 50 (302 ) w0+ S e S,

and from the equation for dw/dx; it can be shown that:

U de
kf ™ (k) [T (%) T (k)] a(x) dx>0,
where
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QU/de B oU/de
Uaw (xk) and T(k= SUlow

Assume kO > k. Hence, if (C.S.%) is satisfied then we have I' (x) - I" (k) > 0
since x > k, which implies that the integral is not positive when e (x) is non-
increasing. On the other hand, if (C.S.7) is satisfied, then I" (x)-T (k) <0 for
x> k, from which e (x) non-decreasing implies that the integral is, once again,
non-positive. The same reasoning applied to the case of kOless than k, in which
case the function inside the integral is non-negative, gives the result that the
integral is non-positive (since it is an integral from a large value to a small one).

Q.E.D.

()= (k).

4A.2 Moral hazard with private information (ex ante
contract acceptance)

In Section 5 of Chapter 3 we briefly introduced a second type of moral hazard
problem: the principal observes the agent’s decision, but is unsure if it was the
best decision or not, since she doesn’t have as much information concerning
the economic environment as the agent. That is, after signing the contract, the
agent receives information relevant to his decision. He will attempt to take
advantage of this information, which is not known by the principal, in order to
supply the least possible effort. Here we shall consider the case in which, once-
the contract has been signed, the agent cannot breach it, even when he ob-
serves that the final situation is not good.!4

The model to be considered is constructed as follows. After signing the con-
tract, the agent learns the value of some parameter, 0, that indicates the current
market conditions. This parameter can take two possible values: 9¢means that
the market conditions are good, while 68 means that they are bad, where 66 >
0B. The probability of 8Gis g. The result of the relationship depends on the
agent’s decision, E, while the state of nature, 0, determines the cost to the agent
of his decision, since the effort that he must exert is assumed to be e= E— 0.
The principal observes the decision E, but not the state of nature, 0, and so
cannot judge if the decision was the most adequate, given the market con-
ditions. For example, if the decision is observed to be E*, the principal is un-
sure if the agent has supplied high effort in adverse conditions, e= E*— 05, or
low effort in good conditions e= E*— 6<.

14 Milgrom (1987a) relates classical moral hazard (called moral hazard with hidden actions) and
moral hazard with private information (also called moral hazard with hidden information), showing
that the conclusions of both types of model are more similar than what one might expect at first
glance.
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When the principal designs the contract, she must take into account the
possibility that the agent may try to mislead her. Hence, in the expected profit §
maximization problem, there will be two incentive compatibility constraints: ]
one that says the agent won’t have incentives to make believe the market con- 4
ditions are bad when they are good, and another that avoids the opposite. As
for the adverse selection problem, the principal will offer a contract menu {(eG,
wG), (eB, wB)}, such that the agent chooses (€6, wG) when market conditions are
8C, and (e, wP) when they are 8. We should point out that, when the agent 1
signs the contract, he accepts the entire menu, without yet knowing which of

the two situations he will be confronted with.
The principal’s problem is:

Max  {g(0C+ €S~ wO) + (1 - q) (0B + B~ wh)}

(€S, WG, éB, wh)
st qluwd)—v(e9)]+(1-q) [u(wH)-v(eB)]2U () |

1 (W) — v (€6) > u (wB) — v (eB+ BB §G) w §

u (wB) — v (eB) 2 u (w6) — v (e5+ 06— 0B), (y)

(where we have labelled the equations according to the corresponding §
Lagrange multiplier). Notice that v (e8+ 88— 8G) is the effort disutility of an ?
agent whose decision is e# + 65, while the state of nature is 86, and similarly for ]
v (€6 + 8G— 05). The first-order conditions with respect to €G, 8, wG, and w8 5

respectively are: “‘A
g—-Agv (eS)—pnv (e6) +yv (BG—0B+¢G) =0 (4.C1) i
(l—q)—k(l—q)v’(eB)+uv’(9B_eG+eB)_,YV/(eB)zo (4C2) ‘

—q+Aqu (WO +pu (W) ~yu (wé)=0 (4.C3) 57
—(I-@+A (1= & (WO~ o (WB) +7u (WD) =0.  (4.C4) ]

Equations (4.C3) and (4.C4) imply:

1_
7»q=u,((ivc)—(u—v) and A(l-g)= q)+(u—v),

u (WP
from which:
_ 4 l1-q
A= e + () >0 (4.C5)
11 M-y
u (W) u (WP) * qg(1-q)° (4.Co)
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These expressions will allow us to characterize both the optimal contract
under symmetric information, and the optimal contract menu for the moral

hazard situation.

(i) We shall first consider the efficient solution, in other words‘, thijlt in ‘INhllih

the incentive compatibility constraints (i) and (y) are not bmdl'nﬁ. 1_1_ t f
above problem, this results in the same ﬁrs.t—order conditions, but with =Y=
0. Aside from this, the efficient solution will allo.vx.' us to show that f(.)r any situ-
ation inwhichp=v=0,the Kuhn-Tucker conditions cannot be satisfied when
i i ibility constraints appear.
m&\:\?}?e‘: ;0:1 53‘:"10’ canitions (4.Cpll; and (4.C2) imply that eG= €B. If we
denote this value by e*, (4.C1) and (4.C2) imply thatA =1/ (e*). On”the other
hand, note that (4.C3) and (4.C4) imply that wG = wB so long as u <,O. V:Ie
denote this wage by w*. Hence, from (4.C5), it is also tl.rue that A =1/ u (w™).
Therefore we have the result that u' (w* Y=v' (e*), w}'uc'h, toget}}er with the
participation constraint, defines the optimal symmetric information contract
(e*’ W*) ) . . . . . h

At the point (e*, w*), the restriction (W) is not s?tlsﬁed. since it requlresG that
u(w?) —v(e¥) = u(w*) —v(e*+68-06),whichis impossible when QB— 086<0.

(ii) Note that the incentive compatibility constraints (i) and () imply that:

v (eG+ 06— 0B) — v (e6) 2 v (eB) — v (eB+ 6P 0C).

If we define the function f(e) = v (e+ 66— 08)—v (e), it will be true that f (e)
> 0 (since v" > 0 and 66— 68> 0). On the other hand, f(e®) =v (feG+ 06-08) -
v (€6), while f(eB+ 08— 0C) = v (ef) —v (eB+ 0B— 0G). Therefore, it must always
be true that eG+ 86— 0B> B, and so, given (1), we have u (WG) — u (wB) 2 v (€6)
— v (eB+ 08— 0G) > 0, from which w¢2 wB. Hence, from (4.C6), we cgnclude
that p > . This analysis is always valid. In particular, it allows us to reject that
Kuhn—Tucker will be satisfied in a situation in which p = O.and v> 0.

(iii) We shall now show that the Kuhn-Tucker conditions are also.never
satisfied when p > 0 and y > 0. These two conditions imply that the two 1nc§n-
tive compatibility constraints (i) and (y) must bind. Hence ?/(eG+ 06-90 )“—
v (eG) = v (€B) — v (eB+ 8B— BC). A similar argument to that in paragraph (ii)
above ensures us that €6+ 06— 08= ¢B. Aside from this, it must als9 be true that
u (WG) — y (wB) = 0, i.e. wG= whB(a wage we shall denote "f)' Given that t.he
wages are equal, condition (4.C5) becomes A=1/u (w), while (4.C6) implies
that u = v. Using these expressions, we can write equations (4.C1) and (4.C2)
as follows:

! (G
VLD B (640G 65) — v (¢6)] =0
u (w) 4
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YL By -y (en4 05-09)) =o.
u((w) 1l-gq
Since v/ (eG+ 06— 0B) — v/ (eG) > 0,and v (eB) — v/ (eB+ 0B~ 0G) > 0, we must
have V' (€6) > u' (w) and v/ (eB) < /' (w), and hence ¢G> ¢B. However, this is in-
compatible with the condition, obtained previously, that eG+ 6G— §B= ¢B,
(iv) Therefore the optimal contract satisfies i > 0 and ¥ = 0. In order to
analyse the characteristics of this contract, we point out that equations (4.C5)
and (4.C6) determine the values of the multipliers, functionally related to the

wages. In particular, simple calculations reveal that g A + L = g/’ (wG) and J

A (1-g)—p=(1~-q)/u (wB). Using these two equations, we can rewrite (4.C1)
and (4.C2) as:
v (9)
9-49 u (WB)
(1-9-(1-9 : ((:;)) +U [V (eB+0B-0G)—+ (eB)] =0. (4.C8)

=0 © V(9 =u (wO) (4.C7)

(Equation (4.C8) implies that v/ (eB) < #' (wB) ). The optimal contract (G,
wO, eB, wb) is therefore characterized by equations (4.C7) and (4.C8) plus the
two equations that state that the participation constraint () and the incentive |

compatibility constraint for the good state of nature (i) both bind.

The characteristics of the optimal contract are the following. The effort level |
demanded of the agent in the good state is efficient with respect to the wage, as
shown by equation (4.C7). However, a distortion is introduced in the effort
level demanded should the agent observe 05, since v/ (eB) < u' (wB) indicates v
that less than the efficient effort level is demanded. On the other hand, even |

though the agent obtains (in expected value terms) his reservation utility ( (A)

binds), he obtains greater utility in the good state of nature than in the bad |

state. This is easy to see if we write (1) as:
u(wo)—v(eS)=u(wB)—v(eB) + [v(eB)—v(eB+08-0G)] > u (wB) — v (eB).

4B Applications

4B.1 Competition between insurance companiesis

We will now consider the case of a group of insurance companies that compete
in order to attract clients who want to insure themselves against some risk. We

15 Based on Rothschild and Stiglitz (1976).
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shall assume that there are two types of client (agent), characterized by their
probability of suffering an accident. We shall call those agents with alow prob-
ability of accident ‘good’ risks, while those with a high probability of accident
will be called ‘bad’ risks. Let tGand n8 be the respective probabilities of accid-
ent, with 6 < 8. If no accident occurs, the agents have wealth w, while an
accident is defined as a loss of L, leaving a net wealth of w— L in the accident
state of nature. All agents are risk-averse, and we shall denote their utility func-
tion by # (.). On the other hand, all insurance companies are assumed to be
risk-neutral.

To begin with, assume that there is only one insurance company, and that it
offers coverage at a constant price p per unit, letting each client choose his op-
timal coverage amount. Thus if an agent pays pzto the principal, he will receive
the amount z should an accident occur. A type-G agent must solve the follow-
ing problem:

Max {nGu(w—L-pz+2)+(1-n%) u(w-p2)}.
z

The optimal coverage for the type-G agent, z©, is given by the first-order

condition:

W (w-L-pzf+z5 (1-n%p
u (w-p2° S né(I-p)’

On the other hand, the condition that determines the optimal coverage for
atype-Bagentis:

W (w—L-p2B+75) _Q - p
W (w-p2)  nPQ-p)’

Since (1 —t6)/nC > (1 — nB)/nB, these first-order conditions require that z6
< 78, The situation is represented graphically in Figure 4.14. The straight lines
are the insurance company’s iso-expected profit lines (their slope depends on
the relative prices of the two contingencies), while the indifference curves
drawn as a continuous curve are those corresponding to a good-risk individual,
and those drawn discontinuously correspond to a bad-risk agent. The point
labelled O represents the autarky, or no insurance point. The point IBrepres-
ents an insurance contract with full coverage at an actuarially fair price for a
type- B agent, p = nB, which guarantees zero expected profits for the principal
s0 long as it is a type- B agent who signs this contract. The point JG represents
the same idea, but corresponding to a type-G agent. Finally, the points EBand
EGare the optimal choices of the agents when the price that they are offered by
the principal is the same for both, with 8> p > =G, If the price is the same for
both, the bad-risk individual will overinsure (the price is strictly less than 75,
the price at which he would fully insure), while the good-risk individual will

143




The Adverse Selection Probiem

Accident 4

45°

— No accident
Fig. 4.14
underinsure. In this case the company will make expected losses with the first

type of agent, and positive expected profits with the second. In order to see this,
note that the iso-expected profit lines of the company indicate greater ex-

pected profits the closer they are to the origin, and bear in mind the positionof |

the zero expected profit lines corresponding to each agent type.

The previous situation raises the following problem: we may find that the
principal always makes losses, independently of the contract she offers. For ex-
ample, consider a contract under which an insurance company offers a ‘fair

premium’ p= g nC + (1 - g) 78, where g is the proportion of good-risks. In this {

case, since the bad-risks always choose greater coverage than the good-risks,
the company will make (expected) losses. In order to compensate these losses,
it will have to charge a greater price. But then the good-risks will elect even less
coverage, and the bad-risks will want even more. This process can take us to
the point in which no contract that allows the company to earn non-negative
profits exists.

A second possibility is that there is an equilibrium at which only the bad-
risks buy insurance. This is the case if the indifference curves of the agents take
the form shown in Figure 4.15. As we can see, in this case at the corresponding
price p =18, the bad-risk individuals will buy full coverage, with the insurance
company earning zero expected profits with them, while the good-risk types
prefer not to insure since the point IGis not offered, and at the price p=nBthe
point preferred by the good-risk types is O. Hence self-selection occurs: in
equilibrium only high risks are insured. This situation is similar to that studied
by Akerlof (1970), in which only bad-quality second-hand cars (lemons) are
exchanged in the market.
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Accident 4
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The above analysis is based on the idea that the insurance companies can de-
termine the price per unit of coverage, and that the clients can .choose the cov-
erage that they desire. Since they cannot discriminate among dlffer.ent types of
clients, in the previous model insurance companies only use an instrument,
the price, in the contract. In fact insurance companies have greater leeway;
they can propose contracts that are specific price/coverage packages, between
which the clients may freely choose. In other words, when the client chooses a
price, he simultaneously chooses a coverage amount. Graphically this means
that the company only offers points in the contract space (rather than the con-
tract menu lines offered up to now).

Figure 4.16 shows the situation in which only contract A and contract O are
offered. The point a., represents the premium and o, is the net compensation
in case of accident. This is equivalent to offering a price of a,/(o; + o) for a
coverage of z=a; + o,. We could consider that the case in which the company
offers both the price and the coverage is a special case of the previous one in
which only the price was given and each agent chooses the coverage desired at
that price. ‘

We shall now consider how the competition between the firms determines
the equilibrium contracts, assuming that each one can offer one or more con-
tracts. Since there are two types of agent, there can be two types of contract:

e pooling contracts, (a.;, 0,) intended for all agent types, .
e separating contracts, ( (o3, a,8), (G, 0,©) ) that lead to self-selection.

The first thing to look at is which contracts are likely to be proposed, that is,
which are robust to competition. First, it can be seen that a pooling contract is
not robust to competition. Note that for a pooling contract to be robust to

145




The Adverse Selection Problem

Accident 4
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competition, it must imply zero expected profits (since if this were not the
case, there would always be a firm that would offer slightly lower prices and
still obtain positive expected profits). Hence any pooling contract candidate to
be robust to competition must be on the line corresponding to the pricep = g
16+ (1 — q) ©B, where qis the proportion of low probability of accident agents.

Choose any particular contract C along the line defined by the price p. The
indifference curves of the two types of agent must cross, as is shown in Figure

4.17. In order to see that contract Cis not robust to competition, assume that

a rebel firm offers a contract in the shaded area. This contract will only attract

low probability of accident individuals (those with the steepest indifference :

Accident A
1-7%
ﬂ'G

®|

45°

< No accident

Fig. 4.17
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curves), since only these clients prefer the new contract to C (the high-risk
types still prefer Cto the new contract). However, if a company offers a contract
beneath the fair price line for type-G agents (that line with slope — (1 -
16)/mCS), and it is a type-G agent that signs it, expected profits will be strictly
positive. Therefore, we can expect some company to offer this' contract, leav-
ing negative expected profits at contract C, since only the bad-risk types are left
to sign this contract, whose price less than 7B

We now go on to consider if a separating equilibrium (two contracts such
that the agents self-select themselves) exists. For similar reasons to those con-
sidered in the pooling contract case, the only candidate solution pair is C¢and
CB(see Figure 4.18).

Accident 4
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> cB
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45° .
> No accident
Fig. 4.18

The candidate contract pair must be those indicated because:

(i) CGmust be on the iso-expected profit line with slope — (1 — nt6)/xC
in order that the expected profits from this contract, given that only good-risk
types will sign it, are zero (otherwise there will always be some other company
prepared to offer a rebel contract at a slightly lower price in order to take the
customers). For the same reason, CBmust be on the line with slope — (1 —n8)/n8.

(ii) Beginning with the contract CBon the appropriate iso-expected profit
line, C6 must be located at the point where agent B’s indifference curve inter-
sects the iso-expected profit line corresponding to the price nC. This is because
if it were any higher (geometrically), the bad-risk agent would prefer it to the
contract CB, while if it were any lower, then a rebel company could offer the
type-G agents a better (for them) contract, which would be separating, and
which would offer positive expected profits (this is due to the fact that any
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contract strictly lower than C%is dominated by CGand so offers some margi
for offering contracts that are more favourable to both the firm and the client

(iii) CBmust be on the 45°line, since otherwise there would exist other con
tracts closer to the 45°line under which the type- Bagents are better off, Hence;
CB=IB,

We have shown that the contract pair that is our candidate to be the separ-, |
ating equilibrium is such that the high-risk individuals choose CBand thus:]
receive full insurance, while the low-risk individuals only get partial coverag,
However, we still need to check that this separating contract is not dominate
by some pooling contract. In order to do so, we need to distinguish two cas
depending on the value of g, the proportion of good-risk individuals:

(i) If q is relatively high, the line of pooling contracts that gives zero ex- §
pected profits will intersect the indifference curve of the low-risk individuals §
passing through the point CS. Any contract in the shaded area of Figure 4.1
will be accepted by both types of agent, and gives strictly positive expecte
profits to the companies offering it. Consequently, { CG, CB} cannot be an equi
librium. Since, as we have seen above, no other separating or pooling equilib- |
rium is feasible, in this case we conclude that no equilibrium exists.
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Fig. 4.19

(ii) Now assume that q is relatively small. In this case the line of zero ex- |
pected profit pooling contracts will be everywhere below that indifference §
curve of the type- Gagents passing through the point C6. Now the pair { CS, CB}
is a separating equilibrium (see figure 4.20). The explanation of this result is }
that, if there are relatively few good-risk individuals in the population, the in- ;
centive for a firm to offer a contract that all agents will sign is low. This contract
should attract every agent, so the price should be low enough. However, most
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of the clients that will sign the contract will be bad-risk types, with which the
company will suffer expected losses that will not be compensated by the posi-
tive profits expected from the few good-risk types.

If the equilibrium exists, comparing it with the optimal symmetric in-
formation contract menu {IS, IB}, we can point out the following properties.
The high-risk agents receive the same allocation in both situations. On the
other hand, the low-risk agents must pay the consequences of the informa-
tional asymmetry (which does not allow them to be identified as such), since
even though the insurance price is fair, they are not permitted to fully cover
their risk. These are the agents who are interested in identifying themselves as
being low risk, signalling this characteristic (in a believable manner) by
accepting the partial coverage contract.

4B.2 An analysis of optimal licensing contracts!¢

In this section we will analyse the optimal manner in which a technology-
licensing contract can be established between the owner of a patent (the seller)
and the firm that wants to use the patent (the buyer). We begin with optimal
contracts under symmetric information and then we will go on to see what
happens if there is some sort of informational asymmetry.

We shall assume the simplest possible case: the seller is a research laboratory
that owns a patent from which it cannot obtain any profit except through a
licensing contract. The buyer is a monopolist. His average production costs are

16 This application is based on Macho-Stadler and Pérez-Castrillo (1991¢).
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a constant ¢, so that if he produces an amount Q, his total costs are @ Q. The ]
innovation that is offered has the effect of reducing average costs from  to , §
where ¢ < . The market demand function for the monopolist’s product will

be denoted by D (p).

The licensing contract specifies a fixed amount, F, that the buyer must pay at
the moment that the contract is signed, plus a payment per unit of production, §
€, which is paid every time a unit is produced using the licensed technology. A §
contract is a pair (F, £). If the monopolist buys the patent and then producesa |
quantity Q, his total costs will be F + (¢ + €) Q. Call [T™ (x) the monopolist’s §
profits when the average cost is x (and there are no fixed costs). That is to say:

I (x) = [pm(x) - x] D (pm(x) )

where p™ (x) is the monopoly price with costs x

pm(x) € arg m;x [p-x] D(p).

Let D (x) = D (p™(x)) be the monopolist’s demand at the price p™(x). Thé
monopolist compares the profits that he can get without the licence, [T (%),

with those available if he buys the licence, [T (c+ ¢) — F.

The seller’s (the principal) problem is to maximize the profits from the li-
cence, taking into account that the buyer must be prepared to accept the con- §

tract, with F>0, € 2 0. The problem is:

Max F+eDm(c+¢g)

(Fe)
s.t. F<IIm(c+€)~TIm(c0)
€20
F=0.

It is easy to see that the participation constraint binds, and that the solution

to the problem, (F*, €*) is given by:
£¥=0 and F*=TIm(c) -TIm ().

Hence the optimal licensing contract only includes a fixed payment. This is ;

true if the buyer and the seller share symmetric information.

Now consider what would happen if the buyer has more information than |
the seller, in other words, there is an adverse selection problem. The private in- |
formation could be with respect to any one of several variables; for example, |
the buyer may be better informed as to the market demand function, or the
buyer may possess more information as to how the innovation can be best |
applied to his particular production process. We shall model the second of
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these ideas. Assume that the innovation may take one of two possible types,
good (G) or bad (B). A good innovation allows average costs to be redgced
down to some level ¢G, while if the innovation is bad, the average costs. will be
B, where G < B< @. The monopolist knows the value of the 1r.1novat10n but
the seller is uninformed. Under symmetric information the optimal contracts
would be:

e6"=0 FG"=T1m{(c) - ITm ()

and
eB* =0 FB*=TIm(cB) —ITm ().

However, given the adverse selection problem, the proposed contracts must
be altered. The following result tells us what form the optimal asymmetric in-
formation contract will take.

Result. The optimal contract menu proposed by the seller is separating and
has the following characteristics:

€6=¢gG" =0 €8>0 FG< FG* FB< FG,

Proof. In order to prove this result, let g be the initial probability that the in-
novation is good. The seller’s problem is to maximize expected profits under
the self-selection and participation conditions (the Lagrange multipliers for
the first are i and A, while those of the second are p, 8), as well as the condi-
tions that give non-negative parameter values. For simplicity, we label the
equations according to the associated multiplier.

Max {q[FG+eGDm(G+€6)] + (1—q) [FB+eBDm(cB+eB)]}
(FG, G, FB, B)

1™ (cG+ €6) — F6—TTIm (G + €B) + FB>0 (W
[1m(cB+ B) — FB—TIm(cB+ €6) + FG>0 A)
IIm (G + €6) — Fo—TIm () 20 ()
[Im (cB+ £B) — FB—TIm () 20 (8)
F620 (a©)
FB>0 (aB)
€620 (BS)
€8>0 (BB)
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It is easy to see that the participation constraint of a buyer with a high valu-
ation of the innovation (p) will always hold if the bad types’ participation and }

incentive constraints ( (8) and (1) respectively) hold. Therefore we can elimi- §
nate p. We have, first: ]

oL
F=q_p+k+oc<9:0<:>u=q+7»+ocG>0

from which:

FG=ITm(cG+ €G) —I1m(G+ eB) + FB.

JdL
Second: ﬁz(l—q)+u—k—8+a3:0@ l+oC+aB=3§ > 0.

Hence it is true that:
FB=TIm(cB+ gB) —I1m(0) >0
FO=T1m(cG+ €G) —IIm (G + eB) + IIm (cB+ €B) —I1Im(0) .

Third: % =q Dm(cC+€6) + qeGDm (G+€G) — . Dm(G+ £6)
+A Dm(cB+€G) + BG=0
< —~qeCD™ (cG+€6) + A [Dm(cG+ €6) — Dm (B +¢G))
+ 06 Dm (G + g6) =BG,

This last equation implies €6= 0. This is true since, on the one hand, if 36>

0, then the corresponding restriction must bind, from which £6= 0. On the
other hand, if B¢ = 0, then the three summed terms of the previous equation }
must cancel out, from which in particular, emust be zero (as well as A = 0 and |
aé=0).
dL ]

Fourth: 3P = (1-q) D (cB+€B) + (1-q) eBD™ (cB+ €B) + 1 D ((G+ gB) ]
~A Dm(cB+€B) - § Dm(cB+¢B) + BB=0

& WU [Dm(cG+ eB)— Dm(cB+ €B)] — aB D™ (cB+ €B) + (1 —q) €BDm' (cB+ gB)
+BB=0.

This last equation implies that €8> 0. In order to see this, assume that eBis '1;
equal to zero. Since § > 0, we have

FB=T1m(cB) ~TIm(c0) > 0,
from which aB= 0. However, this requires that
1 [ D7 (c8) — D (cB)] + BB=0,
which is not possible since {1 > 0 and B2 0. QE.D.
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We have proved that, when the buyer has private information with respect
to the value of the innovation, piecewise payments allpw us to sep.ar}alllte tl}ﬁ
Jow-quality innovations, while the buyers that value the innovation highly wi
be offered a contract based entirely on a fixed paymeflt.‘Thls ﬁxefl payment l115,
however, less than that correspondi.ng to syanetrlc. 1nforma't10nls.mce the
puyers that value the innovation hlgh}y obtain an informationa anorpe.
Hence the casual observation of piecewise payments may be dge to the exist-
ence of buyer-specific private informatioq. These contra.cts arise in order to
separate the bad applications of an innovation. By de.:formmg the opt}mal con-
tract of a type-B firm, the principal can dem.and a hlghe':r fixed premium from
the firm that most highly values the innovation. Graphically, the relative loca-
tion of the two contracts is shown in Figure 4.21.

FA
FS" I
\\ Isoprofit curves for a .
LN buyer with high valuation
\\
S G —_mym( -0
s M%(Fe)=1"(c%
~
FB Isoprofit curve for a .
buyer with low valuation
P NP(E&)=I1"(%)
» £

B

Fig. 4.21

4B.3 Regulation in asymmetric information contexts

Over the past few decades important work has been done on regulated indus-
tries. There has been, and there continue to be, many complaints by consumers
concerning the prices, the quality, or the efficiency of regulated firms. leen
this scenario, the proposed solutions have differed according to the part1c1.11ar
industry, the country, or budgetary problems. We have witngssed both an im-
portant deregulation process and numerous attempts to design the e.xde(.]uate
incentives for regulated firms, or the managers of these firms. The ob)ectlye of
this application is the consider the importance of the informational consider-
ations in the regulation context, and to study the consequences of these con-
siderations on the way in which regulation should be implemented.

153



The Adverse Selection Problem

We shall consider the simplest possible situation. A government wants to
regulate a monopoly industry. Let the firm’s production level be Q, and let
C (Q) = F+ c Qbe the cost of producing Q units of the good, i.e. the marginal
cost of production is c and the fixed cost is F. There is only one representative
consumer, with utility function U (Q).

How can the government optimally regulate the monopolist? The op-
timal situation requires that the monopolist set price equal to marginal cost,
that is, that the marginal utility of the agent coincides with this marginal cost:
U (Q) = c. Therefore, the optimal regulation calls for the monopolist to set
price equal to marginal cost. Since the government may have to subsidize the
firm, and since it is generally accepted that subsidies to firms create distortions
over the rest of the economy, and hence are not desirable (since collecting
money is costly to the state, and besides, the required taxes generate certain
inefficiencies), we should be careful about this result. Assume that the social
cost to the government of collecting $1 is (1 + g) dollars, where g> 0. The gov-
ernment maximizes the sum of consumer surplus and firm profits, less the
transfer that must be made multiplied by (1 + g). If we denote by T the pay-
ment that the consumer makes to the firm, and if S is the government transfer,

then the regulator’s problem is:
Max  {[U(Q-TI+[T+S$-cQ-F-[(1+g S}
(T.S,Q
s.t. T+S—cQ-F20
U(Q) -T20 5

that is, maximize social welfare under the restrictions that the firm does not
generate losses, and that the consumer will accept to purchase. If we let the

Lagrange multipliers to the restrictions be respectively A and |, it is not’

difficult to see that the first-order condition of the problem leads directly to:
A=p=g>0
U((Q=c,

which indicate that the restrictions bind, and that the quantity decision is op-
timal: the marginal price, represented by the marginal willingness to pay for

the good, is equal to the marginal cost.

Now that we have seen the optimal way in which the government can regu-
late a monopolist, we must consider the possibility of implementing this ]
regulation policy. In order to do this it is necessary that nothing exists that
would make carrying out the proposed rule unfeasible. For example, there |
may exist political or administrative restrictions. In this application, however, |
we will concentrate on another type of restriction: informational restrictions. §
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The amount of information that the government requires to be able to carry
out an optimal regulation is, even in the simplified framework used here,
Sf)mewhat unrealistic. Basically, the government must posses reliable informa-
tion regarding two aspects. The government needs to know, on the one hand
the firm’s cost function, and, on the other hand, information on the demanci
function is also required. We shall analyse here the first of these two problems
relegating the second to Exercise 7. ’

When the regulated monopoly has private information, the most efficient
solution for the government is to offer a menu of different regulation con-
tracts, each designed with a particular type of firm in mind, in which the
monetary price that the firm can charge consumers, the quantity that it can
sell, and the subsidy that it will receive from the government are all set out
Let’s assume that there are two possible types of firm according to marginai
costs. Specifically, let the marginal costs of the first type be €, while those of
the second type are 8, with cG < ¢B. The government offers a menu of contracts
{(TS, SG, Q6),(TB, SB, QB)}, in order that the firm chooses that which it most
prefers. But in order for this contract menu to make sense, it must be such that
each type of firm has incentives to elect the contract that the government de-
signed for it.

Let q be the government’s subjective probability that the firm is efficient
(¢= ¢©). The government must solve the following problem:

Max {[q(U(QS)-TC _ ~
(75, 56, QorTn, 58,y 0TI (-9 (U(Q@) -]

+[q(T6+ 86— S QG- F) + (1-¢q) (TB+ SB— BQB— F)]
~(1+2) [qS5+(1-q) S8}
st. TG+ 86— GQG-F2>0

T8+ SB—cBQB—F2>0 )
TG+ 86— GQG—-F>TB+ SB— GQB—F W)
TB+ SB— (BQB— F2 TG+ S6— (BQG— F 1)
U(Q6)-T620 (o))
U(QB)-T820 )

th;flhe first two restrictiqn§ are the participation constraints of the firms, and
ast two are the participation constraints of the consumer (one for each

Egz:ilr)ifi:nstlt.uatlgn), while (p) ancll () represent the incentive compatibility

have o st 1n(zl rm wants to pass itself off as some type that is not its own. We

e inclu .ed amultiplier for the first participation restriction since, as al-
»1t1s implied by (A) and (W).
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In spite of the fact that we have many restrictions and many variables to de-
termine, the problem is not difficult to solve. The first-order conditions of the
Lagrangean with respect to TG, T8, SG, SB, QC, QBare:

-q+tgq+u—-y-0o=0 & a=p-y (4.A1)

(1~ +(1-q@)+A-—p+y-p=0 & B=A-p+y (4.A2)
q-9(1+g+p-y=0 (4.A3)
(1-9-(1-q)(1+g+A-p+y=0 (4.A4)

qU (Q9) -qcb-pS+yB+a U’ (Q6) =0 (4.A5)

(1-q) U (Q¥)=(1-q) B—A B+ G-y cB+B U (QB) =0. (4.A6)

Equations (4.A3) and (4.A4) imply that A =g > 0,u =g g+v> 0, from
which, using (4.A1) and (4.A2), we also know thata=gg> 0, =(1-g) g>
0. We can now express equations (4.A5) and (4.A6) in function of the multi-
plier Yby substituting the corresponding values of A, i, &, and B. Simple calcu-
lations reveal that:

CG

B
U (Q6) - G=- m <0 (4.A7)
I-q+g

We shall now prove that, as often occurs in adverse selection, the incentive
compatibility constraint for the least efficient monopoly is not binding, that is

U (QB)-cB=(y+4qg) (4.A8)

to say, Y= 0 (we already know that u > 0). In order to do this, it must be pointed ]

out that if both multipliers were positive, L > 0 and Y > 0, then the incentive

compatibility restrictions (i) and () would bind, which is only possible if Q¢

= Q8. However, in this case ¢G < ¢B implies that U’ (Q6) — ¢¢> U’ (QB) — c5,

which is impossible, since according to (4.A7) and (4.A8) U’ (Q%) — ¢<0and ]

U’ (QB) — ¢B> 0. Hence we have shown that it is impossible that y > 0, leaving
us with Y= 0. Given this, the above equations reduce to:

G
- N

(1—q9(1+g €

Note that, when marginal costs are low, the quantity sold is optimal, but

U (Q6)=¢ and U (QB)=cB+qg

when marginal costs are high, the quantity is strictly less than the optimal

amount. Aside from this, the efficient firm obtains strictly positive profits: in-
formational income. It is interesting to note that this income does not corre-

spond to the government wanting to reward efficiency, but rather that the |
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efficient firm can ‘camouflage’ itself as inefficient, and this forces the govern-
ment to provide it with income. On the other hand, since the government
would like that the informational income accruing to the efficient firm to be as
low as possible, the contract of the least efficient firm is distorted in order that
this contract is less attractive to the efficient firm, thereby reducing its
informational income.

The existence of asymmetric information makes it impossible to arrive atan
optimal allocation. Hence, there is a cost to regulation that should be com-
pared with the advantages that regulation creates for certain activities. It is im-
portant to look closely at exactly how easy it is for regulated firms to hide
relevant information. The analysis shows that it may well be rational for a
regulator to dedicate resources to controlling and auditing regulated firms.
Even though this activity implies a wasteful cost, it may make the relevant in-
formation less important, thus permitting savings in other resources.

4B.4 Decision of monopoly product quality!?

It is frequently found that, in certain markets, some consumers are willing to
pay more than others to get high-quality goods. In other words, consumers are
different according to their preferences for quality. Firms take decisions as to
what type of products to sell, and at the same time they decide the prices that
each type of product will sell for. This, however, depends largely on the firm’s
ability to discriminate between (or distinguish) the different types of con-
sumer. In this application we will study the consequences of the existence of an
asymmetric information problem when willingness to pay is private informa-
tion. We shall do so using an example.

Let g stand for the quality of the good, p (¢) the price that the market estab-
lishes for a good of quality g, and c(g) the unitary cost of producing a good of
quality g, where ¢ (g) > 0 and ¢” (q) > 0. There are two different types of con-
sumer in this market, k€ {kG, kB}, where kG> kB. Each consumer buys one unit
of the good. The utility of a type-k consumer that buys a unit of quality g is
given by the utility function U (x, ¢; k) = x + k g, where x represents all other
goods. The consumer’s total wealth is W, and so the budget constraint is writ-
ten as: p + x< W. The consumer prefers to buy a good of quality g at price p to
not buying it if the purchase increases net utility,i.e. W—p+ kgq> W.

Consider the simple case when the industry is a monopoly. As always, the
reference case is the situation with symmetric information. In this case, the
quality that the monopolist offers to a type-k consumer and the price charged

17 This application was developed by Mussa and Rosen (1978).
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are the solution to the problem of profit maximization under the restriction
that the consumer accepts, given his type.

Max  [p-c(q)]
(9p)
s.t. kqzp.

The solution to this problem is defined by ¢ () = kand p = q k. That is, the
qualities and prices that the discriminating monopolist offers to the con-
sumers of types kGand kBare (respectively):

¢ (q6)=kG,pGr=gG kG and  ( (gB)=kB, pB = gB+ kB,

Figure 4.22 shows graphically the points (p&, &) and (p?, g?*) (denoted in
the graph as Eand Frespectively). The lines passing through the origin repres-
ent the points for which the two types of consumer are indifferent between
buying the good and not buying it (when quality increases, the consumer is
willing to pay more, and this willingness to pay is greater for consumers of
type kGthan for consumers of type kB).

What happens if the consumer’s type is private information, in other words,
if the monopolist cannot discriminate? The above contracts are no longer a
good deal for the monopolist. A type-kG consumer will pretend to be type kB
since by so doing he will obtain greater utility in this case. In order to see this,
we only need to realize that the consumer surplus of a type kGbuying a unit of

qB» qG*

> q
kB
kG
kB B*
1 F
N
* <
kGqG E (q)
/

Fig. 4.22
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quality g5 at price pB« is gB+ kG— pB+ = gB+ (kG— kB) (since gB+ kB— pB+ = 0)).
Graphically, this can be seen by the fact that the agent (consumer) obtains
greater utility the higher he is in the graph. Therefore his utility at Fis greater
than his utility at E. ‘

Given this adverse selection situation, the monopolist designs the optimal
contract menu, {(pG, 45), (p5, ¢P)}, that satisfies the participation and incentive
compatibility constraints. As is usual in adverse selection, the product quality
sold to the buyer who most values the good is not distorted, g6= q&, while the
quality offered to the consumer who least values the good is distorted, gB< gB~.
Aside from this, a type-k? consumer is indifferent between buying or not, and
a type-kGreceives income in this market.!8 Points G and H in Figure 4.23
represent, respectively, (pS, q%) and (p?, g8).

B* G*

N
NN

quG" E c(q)

Fig. 4.23

The monopolist’s interest in reducing the attractiveness of low quality for
those consumers who are willing to pay more for high quality results in lower
than efficient quality being sold. This has the effect that, under asymmetric in-
formation, the range of qualities on offer is greater than under symmetric in-
formation, since g6 gB> g6+ — gb~.

18 See exercise 13 of this chapter.
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Exercises

Exercise 1. In the adverse selection framework of Section 2 of this chapter,
we assumed that a single principal wants to contract agents of two types. Type- |
Gagents suffer alower effort cost than type- Bagents. When we observe the op-

timal contract menu offered by the principal:

(@) We know that one of the two types of agent is indifferent between |
accepting his contract or not, that is, he receives exactly his reservation utility, |

Which of the two types is this? Explain the intuition behind this result.

(b) We know that the contract designed for one of the types is efficient in the ;
sense that we cannot alter it without reducing the utility of the principal |
and/or the agent. Which of the two agent types is this contract designed for? }

Explain the reasons for this result.

(¢) One of the two agent types receives informational income. Which of the |
types is this? Given that this agent type receives informational income, why
doesn’t the other type pass himself off as this type in order to receive this in- |

come as well?

(d) Find an example (it could be a completely imaginary situation) in which {
an adverse selection problem appears, identify the possible agent types, and |

apply the results of parts (a), (b) and (c).

Exercise 2. Assume that a businessman wants to contract a worker, but there
are aspects concerning the worker that are unknown to the businessman. He

does know that the worker is risk-neutral, but that with respect to effort dis-

utility, the worker could be either of two types. His disutility is either 2, or 2 e2. |

That is, the second type (which we shall call bad) suffers greater disutility to
effort than the first type (called good). Therefore the worker’s utility function
is either U% (w, €) = w— e, or UB (w, ) = w—2 ¢2, depending on his type. The
probability that the worker is type G is q. Both worker types have reservation
utility of U= 0. The businessman, who is also risk-neutral, values worker effort
atIl (e) = ke, where kis a sufficiently large constant for the foreman to be inter-
ested in contracting the agent, independent of his type. Hence, for each unit of
effort supplied, the businessman receives k units of profit.

(a) Formulate, and solve, the businessman’s problem if he had perfect in-
formation as to the worker’s type. What effort levels are demanded, and what
wages are paid?

(b) Formulate the problem when an adverse selection problem is present.
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(¢) Solve the problem calculating the optimal contract characteristics. (You
may want to use the fact that some restrictions are not binding, but justify your
reasons for doing this.) N .

(d) Compare the cases of symmetric and asymmetric information.

Exercise 3. Forseveral months notadrop of rain has fallen in Bilbao,and da_lily
water usage restrictions have had to be enforced. All classic n‘lethoqs of s.olv1‘ng
the problem have failed, and the mayor is searching for drasticand imaginative
solutions. One of the mayor’s aides tells him about a sorcerer from India who
is able to make it rain. Naturally, the mayor is unconvinced that the sorcerer is
for real, and is afraid that he will turn out to be a fake. Therefore, the mayor is
trying to find a contract to offer the sorcerer such that he will accept only if he
is for real. .

Everybody knows that a phoney sorcerer has no power over the rain. If th.e
mayor contracted a fake, the probability of rain would remain unchar?gec?. Itis
currently estimated that the probability of rain in the next week (which is the
time required to adequately test the powers of a sorcerer) is 2/100. On the
other hand, an authentic sorcerer, in spite of having powers, is not infallible,
and will increase the probability of rain within a week to 20/100.

Both authentic sorcerers and fakes are risk-averse, their utility function
being of the form u (w) = Vw. No authentic sorcerer will work unless the util-
ity he receives from the contract is at least U= 10. Fakes, on the other hand, are
willing to charge less since their reservation utility is U = 1. The mayor of
Bilbao, who is risk-neutral, is concerned with designing a contract that would
only be accepted by an authentic sorcerer, since the political cost of being pub-
licly ridiculed should anyone somehow realize that a fake had been hired for
the job, is prohibitively high.

(a) Formulate the problem that Bilbao’s mayor must solve. (A word of
warning; an optimal contract menu is not needed here, since the mayor is only
interested in contracting an authentic sorcerer, and would like fakes to refuse
the contract.)

(b) Calculate the optimal contract.

(¢) Calculate the costs of this contract compared to symmetric information.

Exercise 4. Assume the same framework considered in Exercise 2, but in
which the firm’s profits are now Il (e, w) = e— w (i.e. k= 1) and the initial prob-
ability that the worker is good is g = 1/2.

(@) Find the optimal solutions for the businessman in this case, for both
symmetric and asymmetric information (when both types of worker may be

hired). Calculate the profits from these contracts.
(b) Consider the other possibility that the businessman has: only contract

161




The Adverse Selection Problem

the agent if he is good. Calculate the optimal contract in this case (we are still
in asymmetric information). Calculate the firm’s profits.

(c) Compare the situations in (a) and (b) under asymmetric information.
Which is the optimal contract?

Exercise 5. A local college requires the services of an expert in semitic philo- |
logy. However, there is only one graduate in Semitic philology in the entire ]
country, and he works in the university. The college wants the expert to trans- |
late a part of a large manuscript written in a Semitic language that has fallen §
into their hands by chance. Since the translation is very complicated, the only
person capable of doing it is the graduate, who can tackle it in his free time. }
The graduate could be one of two possible types: he is either a fast translator, §
capable of doing two pages per hour, or he is a slow translator, only capable of §
doing one page per hour. An hour of translating implies a disutility to the §
graduate (independent of his type) that must be compensated with $10. '

(a) The college director has calculated how many pages of the manuscript §
he wants translated and how much to pay the translator. These calculations
were done under the assumption that he is able to recognize whether the trans- f
lator is fast or slow. His decision is to translate 50 pages of manuscript if the |
translator is slow, paying $500 for the job, and 80 pages if the translator is fast, ';j
paying only $400. Explain why this contract is reasonable.

(b) Once the translator arrives at the college, the director realizes that there ]
is no way of knowing if he is fast or slow. Given the two contracts, the trans- §
lator assures the director that he is slow, but the director does not believe him.
Why not? E

(c) The director decides to redo his calculations, and to offer a new contract |
menu to the translator. Explain the form that the menu will take. Will the dlr-_
ector ask for more or less pages from each type? How will he calculate the pay- §
ments?

(d) Verify your results of part (c) analytically, using the function I (n) fot §
the value that the college places on a translation of n pages, with IT' (1) >0y §
1" (n) <0. 4

Exercise 6. Consider a risk-neutral principal who wants to contract a risk
averse agent to exert an effort. The agent may be one of two types, differentiate
by their productivity; the first type’s productivity of effort is given by the func
tion IT (e), and the productivity of effort of the second type is given by kT (¢), §
with k> 1. Hence, the second type has greater productivity for any given effort. J
We shall refer to the first type as being bad (B) and the second type as being §
good (G), since for any given effort, the principal receives greater profits from
the second type than from the first. We have UG (w, e) = UB(w, €) = u (w) — v (€5 1
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which says that the agent’s utility function is independent of his type. Both
agent types have the same reservation utility. In order that the problem be con-
cave, assume that IT' (e) > 0and I1” (e) < 0.

(a) Write the system of equations that defines the optimal symmetric infor-
mation contracts.

(b) Describe the situation graphically. What are the differences between the
contracts of the two agent types?

(c) Analyse what happens if there is an adverse selection problem in that the
principal cannot observe agent types. ’

Exercise 7. Consider a regulated monopoly that sells its product in an indus-
try in which the consumers are of two different types (this exercise comple-
ments application 3). The firm’s production costs are public information, and
equal to C(Q) = F+ ¢ Q. The regulation establishes the amount of the payment
that the consumer makes to the monopoly if a product is bought (T), the
quantity that the monopoly can sell (Q), and the amount of the subsidy that
the government transfers to the monopoly (S). The social cost to the govern-
ment of collecting $1 is (1 + g) dollars, where g > 0. Therefore, the total cost to
the government of the subsidyis (1 + g) S.

(a) Assume that there is only one representative consumer, whose utility
function is known to be U (Q). Formulate the problem that the government
must solve, bearing in mind that the monopolist’s profits could be negative
and that the consumer may decide not to buy. Characterize the optimal regu-
lation policy.

(b) Assume that there is asymmetric information with respect to the con-
sumers. Let UG (Q) and UB(Q) be the utility of consumers of type ‘G’ and
‘B’ from the consumption of Q units of the good, where UG (Q) > UB(Q) and
UG (Q) > UP' (Q). Let g be the proportion of type-G consumers. Formulate
the problem that the regulator must solve (maximize social welfare under the
conditions of participation of the different consumer types, incentive compat-
ibility to reveal the true characteristic, and participation for the firm for both
possible consumer types).

(¢) In the above problem, it is easy to calculate the optimal levels for the sub-
sidy in function of the other parameters of the problem (from the first-order
conditions with respect to the subsidy). Hence formulate the problem only in
terms of {(T¢, QO), (T% QB)}.

(d) Using the first-order conditions, prove that the incentive compatibility
Constraint of the consumer who least values the good does not bind. Show that
the optimal contract must satisfy: UB' (QB) = ¢ and UM (QM) > c. Discuss
these results.
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Exercise 8. Mr. Jones decides to go to an insurance company in order to insure
his car against accidents. From the insurance company’s point of view, Mr
Jones could be either a safe driver or a reckless driver. The probability that
Jones is a safe driver is te (0, 1). The probability that a safe driver will suffer an
accident is p, = 1/3, while the probability that a reckless driver will suffer an
accident is p, = 1/2. Assume that there are many insurance companies in the
market, and that they are all risk-neutral. Jones’s utility function is u (x) =
In (x), where x represents his wealth. Initially his wealth is W = 64, and an
accident implies a cost of C = 63. All insurance companies offer contracts that
include a premium p and a coverage amount qif an accident occurs. Jones will
choose the contract (p, q) that he most prefers.

(a) Write Mr Jones’s expected utility function when he signs a contract (p,
q), according to whether he is a safe or a reckless driver. How is the participa-
tion constraint written (that is, the restriction that guarantees that Jones will
really be interested in buying the policy (p, g) )?

(b) Calculate the profits of an insurance company that doesn’t insure Mr.
Jones, if he is insured and he is a safe driver, if he is insured and he is a reckless
driver, and finally, if he is insured (under contract (p, q)) without knowing for
sure what type of driver he is.

{¢) Calculate the contracts that will exist in this market if the information is
symmetric, given that there are many insurance companies. Will Jones be fully
insured?

(d) Why would these contracts not appear in the market if the insurance
companies cannot observe whether Jones is safe or reckless?

(e) Using the results obtained in application 1 (they coincide with those of
Section 3) of this chapter, calculate the contracts that could comprise a separ-
ating equilibrium in this market under asymmetric information.

(f)* Show that if the probability ¢ that one is safe were 2/3, the previous con-
tract menu is no longer an equilibrium. In order to do this, show that if the
above contracts existed in the market, insurance companies could offer con-
tracts designed for both types of driver, that fully insure and that give strictly
positive profits.

Exercise 9. Consider a relationship between a principal and an agent, both
risk-neutral. If the agent accepts the principal’s contract, he will observe some
characteristic in the market that will inform him of the current market con-
ditions. If market conditions are good, then an effort of e will result in an out-
come of e + 06, If, on the other hand, the market conditions are bad, the same
effort will give an outcome of e + 8B, where 82 < 66. The principal does not ob-
serve either the market conditions, 8, or the effort, ¢, only the outcome, e+ 6,
is a verifiable variable. The initial probability that the state will be good is q.
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The principal maximizes the value of the result less the wage paid to the
agent. On the other hand the agent maximizes his wage less the disutility of his
effort, v (). Once the contract is signed, the agent can break the relationship if
he wishes to. Hence, his utility must be greater than his reservation utility U
under both possible market conditions (ex post participation constraint).
Given this situation, the principal offers the agent a contract menu {(eC, w©),
(eB, wB)} such that the agent will prefer the first contract if the state turns out
to be good, and the second it turns out to be bad.

(a) Formulate the problem that the principal must solve in order to design
the optimal contract menu (there should be two participation constraints, and
two incentive compatibility constraints). One of the two participation con-
straints is unimportant. Which one, and why?

(b) Write down the Kuhn-Tucker first-order conditions. Call A the multi-
plier of the participation constraint which must be binding, and u and y the
multipliers for the incentive compatibility constraints for not lying when the
state is good and bad respectively. Show that A=1andp=vy + q.

(¢)* The multiplier y cannot be strictly positive. Show why. (You could use a
trick similar to that of part (iii) of complementary material 2 in this chapter.)

(d) Describe and comment on the characteristics of the optimal contract.

Exercise 10. Consider a situation of moral hazard with private information,
in which the agent takes his participation decision ex ante. The framework will
be the same as that developed in complementary material 2, but we will as-
sume now that both principal and agent are risk-neutral. Show that in this case
itis possible to arrive at the efficient situation. In particular, the contract menu
{(€G, wO), (eB, wB)} with eG= eB= e*,defined by v (e*) = l,and w6=U+(2—q)
v(e-(1-q) v(e*+0B-06),wB=U+(1-¢q) v(e*) + qv(e*+08-06),is
efficient. Why is it that in this case there is no efficiency loss due to the moral
hazard problem?

Exercise 11. Recently, a friend of ours mentioned that he had gone to insure
his car and he had been offered several different policies. He could choose be-
tween an expensive contract with full insurance, or a contract with a voluntary
excess of $500 (a voluntary excess clause means that the company will pay all
losses from accidents over and above the first $500). The policy with the excess
was significantly cheaper. Our friend argued that insurance companies offer
contracts with excess clauses since that way they make the drivers who suffer
many accidents pay $500 each time. Is this a reasonable argument? Whether
your answer is affirmative or not, you should argue in terms of an adverse
selection situation (the insurance company cannot observe whether or not the
driver is reckless).
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Exercise 12. Formulate the problem of the principal in the framework ana-
lysed in Section 4, where there was symmetric information as to the agent’s
characteristic, k. Show that the solution to this problem will satisfy the
equation:
IT' (e (k))

PR

Are further hypothesis required? Interpret the condition.

Ve(k))=

Exercise 13. Formulate the problem that the monopolist of Application 4 of
this chapter faces. Assume that the monopolist has a subjective probability a,
for the consumer being of type kG. Analyse the characteristics of the optimal
contract.

Exercise 14. Consider a firm that works with a technology in which x = e,
where eis the effort of the agent and xis the level of production. The cost func-
tion of the agent is not observable. Assume that there exist two types of agent
(as in Section 2 of this chapter), differentiated by their disutility of effort. Let
the utility function be represented by U; (w, ) = w—v; (e), for i= 1,2, where we
assume that v, (.) <, (.),i.e. type-1 agents have less disutility of effort.

The firm can perfectly observe the production level, but does not know
which type of agent is being contracted. Let g be the firm’s subjective probabil-
ity of the event that the worker is type 1.

Assume that v/, (.) </, (.), for all effort levels.

() Interpret this condition, called unique intersection, which was implic-
itly included in section 2 of this chapter, and prove that this assumption can be
deduced from the equation v, (¢") — v, (¢) > v, (¢") - v; (¢), where € and ¢”
are two effort levels such that ¢” > ¢'.

(b) Calculate the payment mechanism that the principal must offer to each
agent type and the effort demanded of each if the types were verifiable.
Represent the situation graphically in the plane defined by production (or
effort) and marginal cost.

(¢) Prove that the optimal symmetric information scheme calculated above
does not separate the agent types (in other words, one of the agent types
prefers the contract designed for the other).

(d) How much must the principal pay to agent type 1, over and above
reservation utility, in order that this type is not interested in signing the con-
tract designed for type-2 agents? Is maintaining the contract designed for
type-2 agents intact, and manipulating only the contract designed for type-1
agents the best strategy for the principal when agent types are not observable?
Explain your answer.
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(e) Calculate the contract menu that the principal will offer to the agents
when their types are unknown.

Exercise 15. In this exercise we consider a risk-neutral government that wants
to establish a policy of subsidies to firms that carry out efforts to decontamin-
ate. Let e stand for the decontaminating effort. The cost to a firm of the de-
contaminating action is ce?, where cis a parameter whose value dep.ends on tl.1e
type of firm at hand, c€ [1, 2]. The government’s policy consists in a certain
decontamination level e and a transfer ¢ that the firm will receive if the de-
contamination has been carried out. The firm will not accept the subsidy
scheme if it does not at least cover the costs. The firm is risk-neutral, and so the
utility it earns from accepting the subsidy scheme is ¢ — ce?. The government
bears in mind the social benefits of decontamination, valued at 2e. On the
other hand, the government prefers to pay out the lowest subsidy possible to
the firm, and so a payment of ¢ implies a disutility to the government of pt,
where p € (0, 1) (it costs the government (1 + p) dollars to collect $1, and
hence the social utility of transferring ¢ dollars to a firm is t - (1 - p) #). Given
this, the government’s objective function is B (e, t) = 2e—p t.

(a) Calculate the level of decontamination e* (c) and the transfer t* (¢) that
the government would propose to a firm whose decontamination cost is ce?,
when the government knows c.

(b) Now assume that the government does not know the parameter c. The
government believes that c is uniformly distributed on the interval (1, 2], i..e.
f(¢) =1, F(c) = c— 1. Find the menu of possibilities {e (c), t(c) | ce [1,2]},in
order that the firm chooses the contract it most prefers. Formulate the prob-
lem that the government must solve. Identify the important participation re-
striction and calculate, using the incentive compatibility constraints, the
informational income of the firm in function of the parameter c. Using this,
rewrite the problem. (The analysis is parallel to that developed in Section 4 of
this chapter.)

(¢) Calculate the optimal subsidy policy for the government {e (c), t(c) | c€

1,2]}.
| ( d])}The principal is not always interested in offering a subsidy that all firm
types will accept, but rather sometimes it is preferable to leave out those firms
with high decontamination costs. Hence, the government can design a menu
{e(0),t(c) | ce [1, c°]}, where c®is a parameter between 1 and 2. Calculate the
optimal menu, fixing c°. Prove that, in this example, it is optimal for the
government to design a menu intended for all firm types (i.e. ¢®=2).

Exercise 16. Consider a situation in which the participants have the same util-
ity functions as in Section 2. A principal’s utility function is I'l (¢) — w, and the
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utility function of an agent is either u (w) — v (e) or u (w) — kv (e), depending
on his type. However, assume that there are now many principals in the mar-
ket, and that they must compete for the agents (as was the case in Section 3).

(a) Represent the optimal contract (€6, wG) graphically for the situation in
which all agents are type G. Do the same for the optimal contract (e, wB) when
all agents are type B.

(b) What happens when the principals cannot distinguish agent types?
What are the consequences of the asymmetric information?

4C Advanced Themes

We shall present here some extensions to the adverse selection model, pointing
out the aspects that have been analysed and mentioning some relevant articles
on each line of research.

4C.1 Relationships with several agents: Auctions

When the principal simultaneously contracts with several agents, the relation-
ships between them, and between their information sets are important.

Imagine that a principal contracts several agents to develop different phases of

a certain productive process. It may be that the agents’ types are independent
(in which case any information obtained from one does not allow the prin-
cipal to conclude anything with respect to the others), or perhaps they are cor-
related. In this second case, it is possible that the principal can, through the
competition between the agents (comparing their messages), arrive at the
same situation as if she had perfect information as to the agents’ characteristics
(see Maskin and Riley, 1980, and Crémer and McLean, 1985). Understanding
this is easier if we assume perfect correlation between the agents’ types. In this
case each agent knows his own type and that of all other agents. If the principal
does not receive the same message from each agent, she can impose fines that,
if sufficiently severe, will induce the agents to behave honestly.

One of the most common mechanisms used to sell goods are auctions.
Works of art in galleries, fish markets, public contracts, or financial assets are
all transacted at auctions. However, not all auctions are the same. Art galleries
generally use English Auctions: the agents bid ‘upwards’, or in other words, from
an initial minimum price, each competing agent must better the previous bid
(if you have seen Cary Grant in Alone Against Dangeryou will know that is bad
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form to bid less than the going price). On the other hand, fish markets are
generally examples of Dutch Auctions: the seller reduces the price of the good
until someone stops the auction by buying. There are other types of auctions as
well. On some occasions all the agents must hand in a closed envelope contain-
ing their bid (this is how public contracts are generally awarded). Among these
auctions we can distinguish between first price and second price auctions. In
both types of auction the good is sold to the highest bidder, but only in the first
case does the winner pay his own bid. In second price auctions, the person who
bids the highest gets to buy the good at a price equal to the second highest bid.

Auctions exist since the seller of the good does not know how much the
agents are willing to pay, that is, or in particular, which agent has the highest
reservation price. Hence it is a situation of adverse selection. Were the informa-
tion perfect, the seller would just set a price equal to the reservation price of the
agent who most highly values the good. The literature has centred funda-
mentally on two questions.!® First, which type of auction is better from the
seller’s point of view? And, secondly, do auctions introduce distortions in the
allocation of goods in such a way that the good is not always sold, or it is not
sold to the agent with the highest reservation price?

Vickrey (1961) compares English and Dutch auctions (which we can also
consider to be, respectively, second price and first price auctions) when the
participants are risk-neutral and the individual reservation prices (or personal
valuations) are independent drawings from the same distribution (under
these conditions the English and Dutch auctions are strategically identical to
the second price and the first price auctions, respectively). He proved that both
types of auction are equivalent, since in both cases the agent who wins is the
one with the greatest reservation price, and the expected revenue of the seller
is the same in both auction types since in both cases the expected winning bid
is the expected value of the second highest reservation price. In this situation
the existence of private information does not generate any distortions with re-
spect to who ends up getting the good, but the revenue of the seller is less than
under symmetric information.

What does an optimal auction look like? What mechanism maximizes the
expected revenue of the seller? Myerson (1981) solves this general mechanism
design problem when the bidders have independent types and all agents are
risk-neutral.20 Let v; be the valuation of bidder 7and v, be the seller’s valuation.
Myerson (1981) has shown that, because of the adverse selection problem and
the need to give rents to the bidders, the expected payment that the seller can

19 McAfee and McMillan (1987h), Milgrom (1987b), and Bullow and Roberts (1989) present ex-
cellent surveys of papers on auctions.

20 The analysis in Myerson (1981) is very complex for the reader less familiar with this type of

problems. However, Bullow and Roberts (1989) have shown that all the analysis can be done using the
standard tools of models of pricing by a monopolist.
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obtain from bidder i is equal to J; (v;) = v;— (1 — F; (v)) )/f; (v;), which is known
as bidder #’s virtual valuation. For the case of most distributions the virtual
valuations increase in the true valuations and the optimal auction is then easily
constructed. First, the seller only sells to a bidder with a virtual valuation
greater than the seller’s valuation, i.e. bidder i may win the good only if J; (v;) >
vo- In a standard auction this rule can be implemented through a minimum
bid policy. Second, the seller will want to sell to the bidder with the highest
virtual valuation, which, in general, is not the highest valuation. Hence, in gen-
eral, the optimal auction is different form the English (second price) or Dutch
(first price) auction. This result should be no surprise and can be understood
with the following example. Assume that there are only two bidders, whose
valuations are independently and uniformly distributed with v, € [0, 1] and
vy € [1,2].If the good always goes to the highest bidder, agent H does not bid
more than 1, and the seller’s revenue is at most 1. However, if the two valu-
ations are not too different, the seller may prefer to lose money and sell to
agent L in order to provide incentives for agent H to bid more than 1, with a
corresponding increase in the seller’s revenue. As a specific case, if the valu-
ation (which is private information) is drawn from the same distribution for
both agents, the model is symmetric and the highest virtual valuation comes
from the bidder with the highest valuation. In this case, the English (second
price) and the Dutch (first price) auctions, with the appropriate minimum
bids, are optimal. These auctions are still not efficient: the seller may not sell
the good even if it would be efficient to sell it, because the minimum bids are
higher that the seller’s valuation.

The results of Myerson (1981) have been generalized by Branco (1992) to
situations of common values (the value of the good is the same for all bidders
but unknown at the time of the auction), as long as the agents’ types are
independent. If the true common value is V(k), where kis the vector of private
signals, which are independent and identically distributed, the model inherits
the essential properties of the private values mode. Now the English, second
price and first price auctions, with the appropriate minimum bids, are optimal
mechanisms. However, the Dutch auction is no longer optimal. The new fea-
ture is that the minimum bid required from bidder i is endogenous and de-
pends on the other bidders’ information. The Dutch auction does not provide
to the seller the information she needs to compute the minimum bids.

Most of the recent work has been directed at relaxing some of the assump-
tions of the model of Myerson (1981). The assumption of independence of
the types is crucial for the previous results. Milgrom and Weber (1982) con-
sidered a situation in which the types are affiliated,?! and analysed the perform-
ance of the standard auctions. The equivalence breaks down. The strategic

21 Two variables are affiliated if they are not negatively correlated in any subset of their domain.
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correspondence between English and second price auctions disappears: dur-
ing the English auction the bidders reveal information to each other, which is
now valuable. As a result in terms of revenue to the seller the best is the English
auction, followed by the second price auctions and by the Dutch auction
(which is still equivalent to the first price auction).?2 Neither one of these auc-
tions maximizes the revenue of the seller. Crémer and McLean (1985, 1988)
and McAfee, McMillan, and Reny (1989) have shown that in this case the seller
may extract all (or almost all) the surplus from the bidders, as if there was no
asymmetric information. To understand this result assume that the types are
perfectly correlated. The principal may announce heavy fines if all agents do
not reveal the same information; then, it is an equilibrium for agents to behave
honestly. This kind of result can be achieved even if the correlation is low. But
the principal may need to impose very high punishments to prevent deviation
from truth-telling, i.e. the assumptions of risk-neutrality and unlimited liabil-
ity are really stretched.

What happens if one drops the risk-neutrality? Auctions with risk-averse
buyers were studied by Maskin and Riley (1984) and Matthews (1988). When
bidders are risk-neutral, the second price auction has an equilibrium in
dominant strategies: each agent is willing to bid exactly his reservation value.
But this is still an equilibrium if the bidders are risk-averse. Hence the expected
revenue raised by the English (second price) auction is the same regardless of
the bidders’ position relative to risk. By contrast, in the Dutch (first price) auc-
tion, the bidders will be more aggressive when they are risk-averse. The reason
is very simple. Using the bidding function of a risk-neutral bidder, the agent
will be faced with risk: his utility will be equal to 0 if he loses, and will be posit-
ive if he wins. A risk-averse bidder will care about this risk and will want to be
exposed to less risk, which can be accomplished by raising his bid. In the limit,
if the bid is equal to the agent’s reservation value the agent’s utility will be zero
for sure: the risk will be eliminated. This is not in general the optimal solution.
The optimal bid will be between the bidder’s reservation value and the ex-
pected value of the second bidder’s reservation value. Hence, the Dutch (first
price) auction will raise more revenue. Still, these auctions put too much risk
on the bidders and, in particular, the bidders with higher reservation values (so
the ones that have greater probabilities of winning) are the ones that face more
risk. Maskin and Riley (1984) showed that the interest of the seller will be
better achieved if she designs a scheme in which the bidders that bid high face
alow risk and the bidders that bid low face a high risk. These properties reduce
the incentive for underbidding by the high-type bidders.

22 For simplicity, the English auction is normally studied under the Japanese modification, in
which all bidders who are willing to pay a particular price announce this fact, and the seller increases
the price until only one bidder remains.
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In recent years some attention has been given to auctions of multiple units.
Maskin and Riley (1989) studied a model of a divisible good auction with priv-
ate values. Branco (1996) generalized his previous model to the context of
multiple indivisible units. The results point out to a complex structure of the
optimal auctions. Unless the bidders only demand one unit, the discriminat-
ory price (generalizes the first price, in the sense that the highest bidders win
and pay their own bid) or the uniform price (generalizes the second price auc-
tion, in the sense that the highest bidders win and pay the highest rejected bid)
are not optimal.

To conclude, we point out that there exist another group of models in which
the principal contracts with several agents simultaneously, but does not at-
tempt to maximize her own profits. This is the case of a benevolent regulator
or planner, who attempts to maximize the sum of the utilities of the agents. In
this case, which could be exemplified by the provision of a public good, a part

of the problem is related to the fact that balancing the budget and efficiency are

incompatible objectives. See, for example, Clarke (1971), Groves (1973),
Laffont and Maskin (1979), and Myerson and Satterthwaite (1983).

4C.2 Organization design

Adverse selection models, as with moral hazard models, have attempted to ex-
plain such themes as task assignment, the advantages of delegation, or the op-
timal structure of the relationship.

One of the decisions that the principal must take in certain circumstances is
which tasks to delegate to agent, and which ones to carry out personally.

Riordan and Sappington (1987) analyse the advantages and inconveniences of |

delegation in a situation with two parameters that could be private informa-
tion. They establish a model in which there are two tasks to be done. The first
(in time) task (the task of development or choice of quality) is always done by
the agent: the second task (the production or choice of quantity) could be
done by either the principal or the agent. Both are identical with respect to
their ability to carry out this second task, and both are risk-neutral. It is the
principal who decides who will be responsible for the task. Given these con-
ditions, under symmetric information, it wouldn’t matter at all who took care
of the production. However, if the person in charge of each task has private in-
formation as to the costs associated with the task, then the assignment of tasks
within the organization is an important decision.

The results of the above-mentioned paper are associated with two effects.
The first is the effect on the decision in the first phase. The agent’s eventual
control during the second task influences his incentives during the first. More
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concretely, control during the second task increases the agent’s incentives to
exaggerate the costs of the first period, in the hope of obtaining greater utility,
when the costs of both periods are positively correlated. This leads the prin-
cipal to prefer to take control of the production if there is a positive correla-
tion. On the other hand, control during the second task reduces the agent’s
incentives to exaggerate the costs of the first period when the costs are negat-
ively correlated. In this case, the principal will prefer to delegate the produc-
tion to the agent. The second effect is related to the distortion of the optimal
decision in the second period. If the principal takes charge of the task, she will
learn all costs for that phase, while if she delegates the cost of production will
be information private to the agent. Both have an incentive to manipulate the
second phase if they are responsible for it: the agent in order to cover his
announcement or his first period behaviour, and the principal in order to re-
duce the wage paid to the agent for his decision during the first period. For ex-
ample, if the correlation is positive, when the agent takes charge of the second
task, he has an incentive to produce low quantity (exaggerate the costs) in
order to cover his overvaluation of the first period costs. For the same case, the
principal will tend to produce an amount greater than the optimum in order
to contradict the agent and reduce his payment. The combination of these two
effects bring us to the following results:

(a) If the costs of the two tasks are independent, the principal is indifferent
between delegating the second task to the agent or doing it personally. (This
result is related to the assumption of risk-neutrality of the agent.)

(b) If both costs are positively correlated, then the principal will prefer to
take charge of the second phase herself. This is due to the fact that this way she
thwarts the adverse effect of delegating the task to the agent.

(¢) If the costs are negatively correlated, but if this correlation is small, the
principal will choose to assign the second task to the agent. In this case, the
agent’s incentives to manipulate the first period quality decision are weaker,
since the production is unimportant as a signal of first period costs, and the
principal’s moral hazard problem is avoided.

(d) When the costs are negatively correlated, and when this correlation is
large, it is not possible to give an unambiguous answer. There will be cases in
which delegation of the second task is optimal, and cases in which it is not.

The optimal structure of an organization depends critically on the con-
ditions under which it is established. Melumad and Reichelstein (1987) ask if
the delegation of a certain decision is efficient or not in a framework in which
the decision variable is verifiable (i.e. it can be included in the contract). First,
they show that if communication between the principal and the agent is not
possible (the principal cannot ‘ask’ the agent about his environment), then the
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delegation of decisions cannot be bad for the principal, and it is strictly better
on many occasions. It is better to incite the agent, via a contract, to take the best
decision given the environment, than for the principal to decide without ob-
serving this private information. Secondly, they show that when communica-
tion is possible, the principal is indifferent about delegating the decision or
not. Either of the two contractual formats is able to incite acceptable behavi-
our from the agent.

One of the questions that the principal must decide is the design of the
organization. For example, when the government regulates a productive sec-
tor in which several phases are required in order to obtain the final product
(think of electricity, which must be produced and distributed), one of the pos-
sible measures that can be taken is to separate the different productive phases,
or, contrarily, concentrate them in a single firm. Baron and Besanko (1992),
Dana (1993), and Da-Rocha-Alvarez (1994) analyse the optimal hierarchical
structure in industries with several productive phases, when the firms have
private information relating to their costs. One could imagine that it concerns
a problem of joint production, or a problem in which both phases are needed
to get a single unit of production. The costs of the phases can vary within a pre-
determined interval, and the only one who really knows the exact value is the
agent in charge of carrying out that particular phase. The structure chosen de-

termines the type of game established between the regulator and the firm(s). If f
the principal decides to merge the firms together, it only needs one to transmit 4
all the information on costs. The firm, since it controls all productive phases,

has a greater ‘marge de manoeuvre’ This is the negative aspect of the integra-

tion of activities. However, there is also a positive aspect. The fact that §
information signals are co-ordinated avoids the negative external effects of §
separate firms stepping on each others’ toes. The above-mentioned studies

show that structures that concentrate all tasks to a single agent are superior.

The advantage of centralization is due to an efficiency argument: when the

tasks are all carried out by a single agent, the incentives to dishonestly reveal

the costs of each of the phases is less since the fact that each announcement af- 5;, :

fects the decision of the other phase is taken into account. This result is robust

to the introduction of competition between the agents that carry out any one
of the phases. What is more, the introduction of competition in the first phase §

of production (the generation of electricity in the case of our example) is not
only good from the principal’s point of view, as is expected, but it also may be
good from the point of view of the agents. This allows us to explain why, in the
recent process of reform of the electricity sector in Spain, the established firms
have preferred to maintain all their activities even though competition has
been introduced in some of the productive phases.

The advantage of centralizing production, even though it may extend over
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many different frameworks, depends on the assumption that the cost support
is the same for both phases of production. When they are different, for example
due to specific particularities in each phase, Da-Rocha-Alvarez gnd De—Erutos
(1999) show that the absolute advantage of the centralized hierarchy is not
maintained. If the differences in costs between the different phases are §ufﬁ—
ciently important, it is advantageous to decentralize them, contracting a
different firm for each one. To the efficiency advantage of centralization (the
climination of external effects between the agents), we must now add an effect
that is favourable to decentralized structures (that before was zero). This new
effect is linked to the fact that information concentration in one single agent
gives him, in this case, enough power for it to become a cost on the relationship.

Another important aspect are the advantages and inconveniences of the de-
centralization of contracts, that is, the comparison between an organization in
which all contracts are proposed by the principal, and one in which the prin-
cipal contracts an agent who is then responsible for contracting the rest.
Myerson (1982) shows that in an adverse selection framework, any result that
can be obtained as a non-co-operative equilibrium in a decentralized organ-
ization can also be obtained in a centralized structure. In other words, the set
of obtainable results of centralized organizations contains that of decentral-
ized organizations. The consequence of this is that centralization cannot be
worse than decentralization, since it is always possible to replicate a decentral-
ized contract with a centralized one. This result is really a generalization of the
revelation principle. The principal maximizes her utility through a mechan-
ism of revelation in which each agent is asked to announce to the principal the
private information at his disposal. In an unlimited and costless communica-
tion framework, the decision on contracts should be delegated.

Now that we have seen that centralization is capable of reproducing any de-
centralization result, we should ask if the opposite is ever true. In a study by
Melumad, Mookherjee, and Reichelstein (1995), this idea is explored. In a
relationship that involves a principal and two agents, these authors show that
if, in a decentralized organization, the principal can establish a ‘sufficiently
attractive’ intermediate contract with the agent (if the principal can make the
payments of this agent depend on the contract that he signs with the second
agent), then the two organizational structures are equivalent (a similar result
is proved by Baron and Besanko (1992) ). If, on the other hand, the contract
between the principal and the intermediate agent can depend only on the
results obtained from the actions of both agents, then a centralized organiza-
tion is strictly superior. Given an adverse selection problem, the disadvantage
of decentralization is associated with the fact that, in order to obtain similar
results to centralized structures, the contracts to be established must include
more variables.
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One of the fundamental hypotheses for the validity of the result of the
superiority of centralized organizations is that the agents can costlessly (with-
out omission or misinterpretation) communicate all their information to the
principal. We can relate this assumption to that of unbounded rationality. As
Melumad, Mookherjee, and Reichelstein (1995) show, a decentralized organ-
ization can be more efficient when it is not possible (or it is very costly) for the
agents to transmit information to the principal. The delegation of an agent’s
contract to another agent has the advantage that the contracting agent can use
all relevant information that cannot be adequately communicated to the prin-
cipal in the design of the contract.

4C.3 Repeated adverse selection

Given an adverse selection problem, the principal’s aim is to extract private |
information from the agent via the contract, introducing the least amount of
inefficiencies and costs possible. When the relationship is repeated during }
several periods, one must consider whether the repetition can help the prin-
cipal in this search for information, and what will be the form of the optimal §
contracts. Recall that in a relationship under moral hazard, repetition of the §
relationship does help to reduce the problem since it allows the incentivestobe
better distributed over time. We could think that, under adverse selection, the
information revealed by the agent at the beginning of the relationship can be %
used in successive periods to reduce the informational advantage of the agent. }
In this way, the contractual design in each period would depend on the in-
formation revealed by the agent in the past, which should improve the static -
allocations. However, as we shall see, this does not occur.2?
To start off, consider the simple case of a repeated relationship in which the 3
agent’s information is modified in each period. Assume that the agent has
private information at the start of each period, having learnt this information
immediately before signing the contract (different contracts are signed each
period) and there is no relationship between this information over periods.
This is equivalent to a change in the agent’s type over time, when there is no
intertemporal correlation between these types. In this case, any current in-
formation revealed does not affect the future, and hence the repeated problem
is equivalent to simple repetition of the initial relationship. The optimal inter-
temporal contract will be the sequence of optimal single-period contracts.
What happens in repeated relationships in which an agent with relev-
ant private information before signing learns new private information that §

23 Baron (1989) and Arnaudin-Fagart (1991) present a substantial part of the results that will be 4
discussed in this section.
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corresponds to other periods, before taking decisions in these other periods,
and when the contract covers the entire relationship? If both the principal and
the agent are risk-neutral, and if the private information is independent over
periods, then Besanko (1985) shows that there are only inefficiencies in the
first period, and that these are identical to those of the static model. The reason
for this result lies in the fact that the adverse selection problem really only ap-
pears in the first period, since the others are better understood as problems of
moral hazard with hidden information. As in Exercise 10 of this chapter, these
problems do not generate inefficiencies if acceptance is ex ante, and if both
participants are risk-neutral. Hence only the first-period private information
can induce inefficiencies.

When the information of an agent at any particular point in time affects not
only the result of the current period, but also those of the future, then the situ-
ation is rather different. To see why, consider the opposite of the previous case,
the agent’s type being constant over time. If the principal offers the optimal
first-period contract, and if the agent decides to reveal truthfully, then the
principal is in a situation of symmetric information during the rest of the
periods, and so can design efficient contracts that extract all surpluses from
the agent. The agent will anticipate this behaviour, and so will have even more
incentives to misrepresent than in a single-period game. The incentives of the
principal to search for information are transformed into incentives for the
agent to lie. In order to characterize the optimal contract, we must distinguish
between the situation in which the principal can establish a multi-period con-
tract (i.e. there is an ability to commit) and the situation in which the contract
of any period is signed only once the previous periods are over.24

Baron and Besanko (1984) show that if the principal can commit herself
with a contract that covers all the periods, then the optimal contract is the
repetition of the optimal static contract. This is as if the principal were to lose
her memory at the end of the first period (since, during this period the agents
have revealed their characteristic). In the optimal contract, this information
will not be used to design the contracts of subsequent periods. This character-
ization implies that the optimal long-term contract is not sequentially ra-
tional: the principal will be interested in offering the optimal static contract as
of the second period, since the agents have announced their types in the first
period. Not only is the contract not sequentially rational, but it is also not
robust to renegotiation. Given that the optimal symmetric information

24 Asin repeated moral hazard, in long-term agreements, sometimes principal and agent cannot
commit not to renegotiate a contract later. In other words, although, sometimes a long-term contract
can be enforced if one of the parties wants it to be enforced, principal and agent can agree to replace
the initial contract with a new one if they both benefit from doing so. This renegotiation can be pre-
vented only if one of the parties has the means to commit not to do it. For more details on renegotia-
tion problems see, e.g. Hart and Tirole (1988) and Laffont and Tirole (1990).
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contract is not efficient, there is room for Pareto improvements if the principal
and the agent renegotiate the contract.

Therefore there are many reasons that back up the possibility that it is often
not possible for the principal to commit to a long-term contract, or at least
commit to not renegotiating it. In the first case, when the principal cannot
commit to the long-term arrangement, it may be impossible to find a mechan-
ism that induces the agent to reveal his type in the first periods. In particular,
Laffont and Tirole (1988) show that if the parameter that is private informa-
tion of the agent can take continuous values (as in the model of Section 4.4), |
then it is impossible to propose perfect revelation contracts in the first periods. -4
This is known as the ratchet effect. When the agent’s type can only take two dif- 4
ferent values, then it is possible to offer a contract that induces the agent to an-
nounce his type honestly from the start.25 However, as Freixas, Guesnerie, and
Tirole (1985), and Laffont and Tirole (1987) have pointed out, information ‘
revelation may be so costly that it is not always desirable. Given that the cost of
obtaining information increases with the number of periods remaining (since 4
the agent’s incentives to lie increase), we should expect that information be re-
vealed progressively over time.

Baron and Besanko (1987) and Laffont and Tirole (1990) establish frame-
works in which it is possible to propose perfect revelation contracts, even 4
though it is not profitable to do so. On the one hand, this is the case when the
agent can commit to participation in the relationship and the principal can
commit to respecting the individual rationality of the agent (a reasonable
hypothesis, for example, in a situation of regulation). On the other hand, the §
conclusions are true when the principal can commit to a long-term contract, §
but cannot commit to not renegotiating it. 1

The ability to commit oneself is therefore profitable for the principal. The j
absence of this feature will introduce the ‘ratchet effect’, in which a single con- §
tract is offered to several different agent types, since separating them is simply
impossible, or too costly. ]

Finally, we would like to note that the above conclusions were obtained in §
frameworks in which the agent is interested in hiding his characteristics. When 1
this is not the case, for example, when competition between principals allows
the agent to extract all the surplus from the relationship, then the repetition of
the relationship allows the agent to better reveal his private information, since §
he is interested in doing so. Haneda (1986) shows that, in a similar framework 9
to Rothschild and Stiglitz (1976) studied in application 1, using multi-period §
contracts can result in the accumulation of information on agent type over §
time, and the premium charged to the agent will depend on the accumulated

23 This statement does not generalize to a large number of types.
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information. In this way, the repetition of the relationship can reduce the in-
efficiencies associated with the problem of adverse selection.

4C.4 Models of moral hazard and adverse selection

Standard models of moral hazard (in which the agent’s behaviour is not
observable) and of adverse selection (in which the informational advantage of
the agent is with respect to his characteristics) have been extensively analysed.
However, within the theory of agency, one of the most costly developments is
that of situations in which there are simultaneously elements of moral hazard
and adverse selection.

The focus adopted by most of the models that consider that the agent may
simultaneously possess private information on some characteristic of the
relationship, and on his decision within the relationship, has been to simplify
the models in order to make them more easily handled. In particular, many
studies have considered that all participants be risk-neutral. The introduction
of risk-aversion makes the models more difficult to solve (even though we
know the existence conditions, see Page, 1992), except when the agents have
utility functions with constant risk-aversion and the contracts are linear (see
McAfee and McMillan (1986, 19874). Since, from the moral hazard literature
we know that when the agent is risk-neutral, the trade-off between the object-
ives of insurance and incentives are not in conflict, this hypothesis deserves to
be discussed. A contract with a deductible (voluntary excess) in which the
principal sells the firm to the agent for a fixed payment allows efficient alloca-
tion to be achieved in a pure moral hazard framework. Under the hypothesis
of agent risk-neutrality, if there were only moral hazard, then the problem is
not very interesting. However, this does not mean that the problem to be
solved, when both types of asymmetric information problems are present in
contexts in which the participants are risk-neutral, are trivial. The reason is
that, under adverse selection, the deductible contract solution is totally
inefficient.26

One very common class of model that considers simultaneous moral haz-
ard and adverse selection is that in which it is assumed that both variables
determine the production level. Therefore the principal cannot distinguish the
part due to effort from the part due to the agent’s efficiency parameter. In
general, both the agent’s effort and his characteristic will only affect the aver-
age result observed at the end of the relationship. This result depends on a

26 As can be seen from the previous discussion, restricting ourselves to situations in which all the
participants are risk-neutral is associated with the adverse selection component, even though it is not
a necessary hypothesis in pure adverse selection models.
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random variable as well: the observation error. Generally it is assumed that the i
participants have the same initial distribution over this random variable (see 1
Picard, 1987, and Guesnerie, Picard, and Rey, 1989). These papers show that, if
the effort demanded of the different agents is not decreasing in the character- 1
istic (if a higher value of this parameter implies greater efficiency), then the
optimal contract is a menu of distortionary deductibles designed to separate
the agents. The principal sells the firm to the most efficient agents, while the
least efficient agents pay a lower price, since they only keep a part of the pro-
duction. On the other hand, when the adverse selection component is such }
that the most efficient agents prefer to sign the deductible contracts of the least | ]
efficient agents, ‘fines’ for unexpected deviations are needed so that the agents §
honestly reveal their characteristic. In this case a linear contract menu is not _
optimal, but quadratic contracts are. In fact these contract menus are optimal §
for the case of pure adverse selection.

This fact has meant that sometimes it appears that, under risk-neutrality,
the principle message of this literature is that the optimal solution for prob-.
lems that mix adverse selection and moral hazard does not imply efficien
losses with respect to the pure adverse selection solution when the agent’s
effort is observable. Even though this is true for some cases (for example, in thé]
model of Guesnerie, Picard, and Rey, 1989), in other frameworks (like that
Laffont and Tirole, 1986, and Picard, 1987), it is only when both problems a
mixed when a true problem of asymmetric information appears, amn
efficiency losses are evident. Therefore, the same solution cannot be achieve
as when only the agent’s characteristic is private information.

Until now we have only discussed models in which both sources of asym#
metric information appear simultaneously. It could be that, in multi-period]}
models, they appear sequentially. That is, it could be that in the first perio
there is a moral hazard problem that generates an adverse selection situatio:
in the second period, since the agent is the only one who knows his exa
behaviour (see, for example, the situations analysed by Fudenberg and Tirol
1990, Ma, 1991, Chiappori, Macho-Stadler, Rey, and Salanié, 1994). Th
would be the case of the manager of a firm that chooses the investment th
will determine the production costs in the future.

4C.5 Several principals

In some situations, an agent with private information is contracted by several]
principals, none of which knows the agent’s characteristic. If the principals|
group themselves, we are in a framework that is very similar to that of adver
selection with only one principal. However, when they don’t group togethess
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but rather act separately, the first problem that appears is the difficulty of ex-
tending the principle of revelation to this type of situation. This is due to the
fact that now there is not a single contract but rather an entire set of contracts,
each proposed by different principals, which are interrelated. This difficulty
has been pointed out by Stole (1990) and Martimort (1992). With respect to
the relationship, we need to distinguish two cases: the first is when the agents’
activities or efforts carried out on behalf of the different principals are com-
plementary, and the second case is when they are substitutes. An example of
the first type of situation is a firm that produces a final good, and requires two
complementary intermediate goods in the production process. The industries
that sell these intermediate goods do not know the technology of the firm. In
this case the firm that produces the final good is the agent, and the industries
that produce the intermediate goods are the principals.

An example in which the activities are substitutes are multinationals that
have private information as to their cost structure and that produce substitute
goods in different countries. These firms are in general subject to taxes in these
countries according to the production in national territory. Here the multi-
national is playing the part of the agent and the countries in which it has firms
are the principals.

Hence we consider two principals that are in a relationship with a single
agent whose characteristic is unknown to them. This agent works for both, or
in other words he sends messages that determines his effort to each principal.
The relationship between these efforts is central to the conclusions obtained.
If we accept that agent’s messages are restricted to the set of characteristics, we
can point out the following results. If the activities or efforts that the agent car-
ries out for the two principals are substitutes, then the symmetric equilibrium
effort levels are such that, when the solution to this game is compared with the
solution in which both principals group together, we obtain the usual result on
the distortion of the efficient solution. The most efficient agent will have to
supply his optimal effort, and only the effort demanded of the least efficient
agent is distorted. This means that when the efforts are substitutes, there are no
distortions in the effort demanded in the contract designed for the most
efficient agents. Even though the principals compete, each one prefers that the
agent honestly reveals to the other principal. Hence each principal is really in-
ternalizing the preferences of the other.

However, the lack of co-operation between the principals introduces an ad-
ditional distortion on the adverse selection problem. The distortion appears in
the contracts designed for the least efficient agent. As is usual, each principal
would like to reduce the effort demanded of the least efficient agent in order to
reduce the informational income of the most efficient one. But she does not
control the agent’s behaviour completely. In particular the efficient agent
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could use high efforts in his relationship with the other principal. This would
induce each principal not to reduce too much (less than what they would have
done in the case of co-operating together) the effort demanded of the in-
efficient agent, from which the distortion is reduced.

If the activities that the agent carries out for the principals are comple-
mentary, then the comparison of the results under co-operation and no co-
operation between the principals reveals that, in the second case, if a principal
reduces the effort demanded of the agent, this will imply that it is also profit-
able for the other principal to do the same. Therefore, the distortion in the
decisions is greater to that produced in the case in which the principals co-
operate.
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Summary

In many contractual relationships, one of the parties has more information than the
other as to some relevant variables. When it is beneficial to do so, the informed party
will try to signal the information to the other party via some action or decision. In this
chapter we study, on the one hand, the possibility that the participants signal their
characteristic through actions previous to the contractual relationship. On the other
hand, we study the value of the very contract as a means of indirect transmission of in-
formation when the principal has information that she would like the agent to know.

As was shown in Chapter 4, when the principals compete for agents, the best agents
(the most efficient ones) get less utility if their efficiency is unknown to the principals.
Carrying out some action whose cost decreases with the agent’s efficiency, previous to
the signing of the contract, can be a signal that allows the principal to ascertain if the
agent is efficient or not. This action is adequate as a signal if its cost is sufficiently high
so that the low efficiency agents won’t carry it out, and yet sufficiently low so that the
high efficiency agents will. For example, the level of education is often considered to be
asignal of the intellectual and work ability of the candidates for certain job openings.

On other occasions, the agent has less information than the principal as to the true
conditions surrounding the relationship, should it be initiated. However, these con-
ditions influence the agent’s decision to accept the contract or not. The agent knows
that if the conditions are unfavourable, the principal will attempt to make the agent
believe the contrary. Doing so would negatively affect the profits of a principal who is
offering favourable conditions. Hence, in this case, the principal may be interested in
offering a contract that is different from that which would be offered under symmet-
ricinformation, if by doing so she can clearly show that she is offering favourable con-
ditions, as she would never have offered the contract had the conditions been adverse.
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5.1 Introduction

It is quite normal to open the job vacancies section of the newspaper and find
an advertisement like the following; ‘Firm seeks to hire recent graduate’, with-
out specifying the exact studies required. However, when a student chooses his
university study programme, his own personal preferences aside, the choice is
usually the degree that the student believes will be useful as a knowledge base
for some future job, hence allowing him to earn higher wages than workers with-
out university qualifications. What is the sense of an advertisement in which
having a university degree is important, but the content of the degree is not?

It was Spence (1973) who answered this question: education acts as a signal.
The fact that someone has a university degree, independent of its content, can
be interpreted as a signal that the person is ‘capable of learning’. Hence, if a firm
is seeking a person who is ‘capable of learning) it is perfectly rational to offer
work to graduates of any type. This is true even if the fact that the worker ‘has
a degree’ is of no real value to the firm, and so the signalling system is wasteful
in the sense that the individual who ends up getting the job would, in principle,
have the same capacity had he not bothered to become a graduate. However,
the only way in which his aptitude can be reliably tested is to have finished a
degree of some sort. Even if this argument may seem somewhat strange, it is in
fact very close to the truth.

In this chapter we will analyse situations in which one of the parties to a con-
tract is interested in signalling some characteristic before the contract is signed.
As we shall see, via examples and applications, such situations are rather
numerous. Before continuing, however, it is worth while to clarify just what we
mean by a signal, and who may be interested in sending a particular signal.

5.2 The Value of Private Information and of Signalling

We have seen in previous chapters how the existence of private information
influences a contract’s format. We always set out under the assumption that if
someone has private information, he will try to use it in his own personal
interests. For example, given a moral hazard situation, the agent chooses an
effort that maximizes his own expected utility, not the surplus of the relation-
ship. In the same way, when the problem facing the principal is adverse
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selection, the conflict arises since the agent chooses the contract that max-
imizes his utility, passing himself off as some other type of agent if by so doing
his own well-being is improved. Private information distorts contracts since the
agent attempts to take advantage of it.

However, since the principal designs the optimal contract taking into ac-
count the asymmetry in information, the agent cannot always use private
information to enhance his utility. Think about what happens under moral
hazard. Because the agent prefers to slack rather than to work hard, and since
effort cannot be allowed for in a contract, the principal offers a contract con-
tingent upon the results. But it is a contract that gives the agent, in expected
value, exactly his reservation utility, and so, in this case, the private informa-

tion is clearly detrimental to the principal without being beneficial to the agent. i

Situations in which the agent holds back private information before the
contract is signed do not have the same properties as the preceding case. Take,
for example, the classic agency relationship between a principal and an agent, §
as set out in Section 2 of Chapter 4 (the following arguments are equally valid
if there is a continuum of possible agent types, as in section 4 of Chapter 4).In §
the contract menu offered by the principal, not all agent types receive, in ex-
pected value, their reservation utility, but rather some obtain informational §
income. The need to give incentives in order that no agent is interested in mis- f
representing his type requires that the contract improves the average utility of §
those agents who are most likely to take advantage of the relationship. 4

Therefore, the possibility of hiding information would, in this case, benefit the

agents (or at least, some types of agent). The principal is undoubtedly worse
off in this situation than if the information had been symmetric for two
reasons: she must guarantee some agents greater expected utility than their ‘
reservation level, and in addition, the contracts must be distorted in order that

the agents do not ‘camouflage’ themselves.

The agents are not always made better off by having more information than ‘
the principals. Sometimes they would prefer that this information be public.
This occurs when, thanks to the principals competing intensely for agents, §
they manage to get all the surplus of the relationship (as occurred in the frame- §
work of Section 3, Chapter 4). Comparing the results under symmetric and }
asymmetric information, we concluded that while one type of agent is in-
different between both situations, the other type is strictly worse off since he L
cannot prove what type he is. Hence possessing private information, but being }

unable to make it public, in this case is harmful to the interests of the agents.!

1 The conclusion is similar to that attained in a model with moral hazard in which the principals
compete for the agent. In this case, given that the agent obtains all the surplus of the relationship, he -3
gets greater utility when effort is a verifiable variable, and so having private information is to his detri- §

ment.
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Summing up, asymmetric information always generates inefficiencies,
because of the leeway that it gives to one of the contracting parts (the agent).
However, having this leeway is not always interesting to the agent. We have seen
circumstances in which the agent obtains the same expected utility with and
without private information, circumstances in which having more informa-
tion generated greater utility from the relationship, and cases in which the fact
that the information is not public is harmful to the agent.

These arguments should allow us to understand better when and why an
agent may be interested in signalling his characteristic (when and why a
worker will want to study in order to prove his ability to learn). An agent is
never interested in revealing private information if he obtains greater utility by
keeping it secret. In the same way, he will also not want to signal the informa-
tion if the signal is costly, and if the signalling act does not end up covering this
cost. On the other hand, the agent will be interested in signalling his character-
istic when making this information public makes him better off. Of all the
frameworks studied up to now, we can only study the phenomenon of sig-
nalling in that in which the principals compete for agents.

Before continuing, we should clarify what a signal is, and what we under-
stand by signalling. Consider the following situation. Once upon a time there
was a kingdom ruled by a king who had a daughter but no sons. The king
wanted his only daughter to marry a brave knight in order that the kingdom be
properly defended once he left the throne. Of course, all the knights in the
kingdom declared themselves to be brave, since they all wanted to become
princes. Therefore the wise old king proposed a test: the knight that spent a
night in a local haunted castle, occupied by evil ghosts and awful demons,
would have the hand of the princess. The castle was so frightening that only
one of the knights, Bruce the Bold, dared to sleep the night there. Hence he
passed the king’s test and was married to the princess, and they all lived happily
ever after.

The fact that Bruce the Bold slept a night in the haunted castle is a signal of
undoubted bravery. Why is it a signal? Because the ‘cost’ of the test to all non-
brave knights is so high that they are not prepared to undertake it, even though
they would get the prize if they did. However, the ‘cost’ to courageous knights,
that is those who are not afraid of evil demons, is low, and so these knights are
prepared to spend the night in the castle in order to win the prize. It is worth
while to point out that the test does not make the knight that passes it any
braver (this is not its objective). That is, Bruce the Bold is just as bold after
having passed the test as he was before. Hence sleeping the night in the castle
can be thought of as being unproductive or inefficient in the sense that had the
king known that Bruce the Bold was the bravest knight in the kingdom, he
would have selected him as son-in-law without requiring him to confront the
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haunted castle. However, since information as to Bruce’s bravery was not pub-
lic, the king had to devise the test in order that real brave knight signals himself
as such.

The analysis developed by Spence has the same structure as the story of 7'
Bruce the Bold. Firms search for workers with an ability to learn, and in order §
to signal this ability, some potential workers spontaneously pass a test: they in- :
vest a few years studying, even if the courses taken are of no use at all to the firms. |

Therefore a signal is some activity, or some decision, that proves that the
agent concerned has a certain ability or characteristic, or possesses certain in-
formation, or in other words that the agent concerned belongs to a certain sub- - §
set of the entire population. In order for the signal to be informative, only the
agents that really are of the implied population group should be interested in f
carrying out the signalling activity (those that can really earn something by re- §
vealing their type). 1

Given the definition of a signal, it is easy to see that agents will only signal
private information if their utility is greater when their characteristic is public
information than when it is private information. Of the three frameworks
analysed in Chapter 4, only that in which principals compete for agents can
admit the possibility of signalling, and so in the following sections of this |
chapter this will be the framework used.

Our description of a signal as an activity intended only to transmit informa- §
tion, is in actual fact somewhat narrow. More correctly, in any relationship it is §
the case that, whenever a participant who has private information takes a deci- 3
sion, this decision may reveal all or part of the information. In order to see what |
we mean by this, we shall use a framework that is slightly different from those :
of the previous chapters. Take the following set-up.

Many relationships are characterized by the fact that the party that offers the
contract, rather than the party contracted, is the owner of private information. §
In some cases, this informational problem is irrelevant. For example, if a firm §
has more information than a worker as to the value of final production, the 3
worker’s behaviour need not be affected. Therefore, the optimal contracts will §
notbe distorted by this informational asymmetry. On the other hand, thereare §
situations in which an informed principal can pose a serious problem. Think §
of a firm that has private information as to what the job will really cost the §
worker in effort terms. The worker will not accept the contract with a low wage §
if he is afraid that the job will be very arduous. The contract will eventually try §
to signal (‘convince’) the worker that the job is in fact easy, and so alow wage is
justified. ]

Any contract offered by an informed party can be considered, in the broad- }
est sense of the term, to be a signal. A firm that produces consumer goods will }
try to pass on information as to the quality of its products via its prices, or the ’
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guarantee included. The owner of a patent that offers licensing contracts sig-
nals the value of the patent through the terms of the technology transmission
contract. In Section 5 we shall consider a model of this type of signal.

5.3 Education as a Signal

In this section we will develop an introductory example based on Spence
(1973), in which education is used as a means of signalling good worker char-
acteristics among candidates for some job.2 We will do it briefly, as the follow-
ing section will elaborate on the same arguments.

Assume that in the labour market there are two types of worker, those with
‘good’ productivity (equal to 2), and those with ‘bad’ productivity (equal to 1).
When a firm contracts an agent, paying a wage of w, its profits will be either 2
— wor 1 — w, depending on the type of agent hired. The problem is that the
firms cannot distinguish the agent’s type. If they could, given that they are
competing intensely in the market, they would pay wages of either w=2 or w
=1, according to the type of agent.

Before entering the labour market, all agents have the possibility of obtain-
ing education (studying). We shall denote by y the time dedicated to educa-
tion. Studying implies a cost to an agent, and this cost depends on the agent’s
type. In particular, the cost of y units of education is y for type-B agents, and
y/2 for the type Gs. However, we assume that education has no effect on
productivity.

To find an equilibrium in this signalling game, we will assume that the firms
have certain initial beliefs as to the value of a worker’s productivity, given edu-
cational level, and we shall see under what conditions these beliefs are self-
confirmed by the different types of agents’ behaviour. Let us suppose that the
firms believe that a candidate is good if he has an education level y > y*, and
bad otherwise (y < y*) for a certain y*. With these beliefs, they are willing to
offer thewage w=2if y> y*,and w=1if y < y*.

Given the wages on offer in the labour market, each type of agent will choose
that level of education that maximizes his surplus. In any case, all agents will
choose either y = 0 or y = y*, since the signalling value of any y € (0, y*) is the
same as y = 0, but the cost is greater, and similarly for y > y* with respect to y =
y*. The firms’ beliefs will be self-confirming in this market if type-G agents
choose y=y*,and type- Bagents choose y = 0. The conditions that reflect these
choices are:

2 See also Riley (1979).
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2- % 21-0 for G
1-022-y* for B
that is:
1<y*<2,

Hence so long as some education level between 1 and 2 is possible, there will
exist an equilibrium under which each type of agent will choose different
signalling behaviour. If a firm observes that a certain agent has education, it
will believe that he is type-G, since only type-G agents have an incentive to
become educated. On the contrary, a non-educated agent will be considered as
a type- Bagent, that is, as an agent whose cost of education is high. As is readily §
seen in the above condition, the signaling equilibrium education level is not
unique. Any y € [1, 2] is fine as a signal of productivity. Hence there exist
multiple equilibria. It is, however, more ‘reasonable’ that the cost of the signal §
be as low as possible, that is, y* = 1, since education has no other associated |
value. This equilibrium is called the least-cost separating equilibrium. s

In the following section we will go further into the arguments that allow us
to select this equilibrium as being the most reasonable. The same model that
we have been using throughout the book will be used here as well.

5.4 The Agents Signal their Characteristic

We will consider the same situation as in Section 3, Chapter 4, that is, the §
agents (or at least, some of them) would like their private information to be
public. Remember that we are assuming that there are two types of agent, good |
ones (G) whose probability of success is p, and bad ones (B) with probability
pB < pG. The principal values the result at either I or IT, depending on
whether it was a success or a failure. There are many principals competing for
the agents, and so they get zero expected profits while the agents are able to ob- §
tain all surplus from the relationship. In order for the situation to be reason- 3
ably simple, we shall assume that the probability that an agent be of type Bis
sufficiently high for there to exist a separating equilibrium under asymmetric §
information (i.e. we are always in the situation described by Figure 4.10). :
Under symmetric information the agents get:

UG* = u (pSTI+ (1 - p) ;)

and
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*=u (pPlls+ (1-pB) I) .

Denote wG* = pGTIg+ (1 — pC) Il and wB* = pBIIs+ (1 — pB) I, that is, wG*
and wP* are the wages that the principals offer to the agents under symmetric
information. On the other hand, if the information is not public, the agents’
expected utilities are (as we saw in Chapter 4, Section 3)

EUG=pGu(WsG')+ (1-p) u(wg) < U
and
UB = UB*,

where the contract (wg, wg) is the optimal contract designed for agent Gin an
adverse selection situation, and the principal offers agent B the salary
wh = wh*,

Assume that the principals cannot distinguish agent types, and q is the
probability that an agent is type G. However, in this model, before going to
the market to contract with the principals, we assume that the agents can carry
out another activity. In order not to introduce too many complications, we
shall assume that it is an activity that is not beneficial to anyone, or in other
words, neither principals nor agents derive utility directly from this activity
(no one is really better off from Bruce the Bold having spent the night in the
haunted castle). Following the idea of Spence (1973), we can interpret this
activity as being education: before going to the job market, workers have
the opportunity of attending a process of education (here understood as a
waste).

More formally, let the agent decide how much time, #, he will spend at uni-
versity before going to the job market. This ¢ is observable by the principals.3
The disutility of this education is given by vC (1) if the agent is type G, and
vB (1) if he is type B. For simplification, assume that  can take two values,
te {0, ¢'}, with vG (¢') > vG (0) and vB (¢') > vB (0). Furthermore, we lose no
generality by normalizing so that v8 (0) = ¢ (0) = 0 and from now on we use
V=G (t'), vB=vB(t).

Before describing the timing of the game, note that the decision taken with
respect to ¢ can eventually influence the principal’s beliefs as to the type of
agent with whom she is contracting. The principal’s prior belief on the prob-
ability that an agent is type G is g, but once t has been observed, this probabil-
ity belief may be revised. Call g (£) the probability belief of the principal for the
event that the agent is type G after observing the decision t. The timing of the
game is summarized in Figure 5.1.

3 Note that when the information arrives before the signing of the contract, a principal does not

care if it is verifiable or only observable. She will offer a different contract to the agent, according to
what is observed, even if she can’t prove it.
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N chooses A chooses The principals The principals A either Outcome
thetype of A thesignalt  calculate q (1) design the contracts accepts and
(or menus of (or rejects) pay-offs
contracts)
Fig. 5.1

To calculate g (#), the principals apply Bayes’s rule, bearing in mind the ‘;
prior probability g and the agents’ behaviour in equilibrium. This can be
understood by considering the following two cases. First, assume that the §
agent always chooses the same value of t, independent of whether he is type G
or B.In this case, observing f sheds no further light on an agent’s type, since all
types behave in the same way, and so q (f) = q. In this case the signal is not 4
informative. Now consider the opposite case, when type-G agents choosé
t =t', and type- B agents choose t = 0. Now when the principal observes ¢,
she knows that the signal could not come from a type B agent, and so sets
g (t') = 1. In the same way, 4 (0) = 0. In this case the signal is informative. The
first case is known as a pooling equilibrium (since both agent types are pooled
at the same decision), while the second case is known as a separating equis
librium. .

In order to even speak about equilibrium, we must ensure ourselves that th
agents are taking the best decision for themselves. In particular, if we are in 3
pooling equilibrium, no agent can be interested in deviating from this equilib
rium, whatever his type. If we are in a separating equilibrium, no B agent can
be interested in taking a type-G decision, and vice versa. And in order to know
when an agent would be interested in deviating, we need to know what the
principals will think of any particular message, that is, we need to identify g ()
for any possible ¢ (even if some tis not an equilibrium). We are using the logi¢:
of perfect Bayesian equilibrium, and this is the equilibrium idea that we will
apply. This notion implies, first, that each participant is taking the optimal
decision for him at any time in which he may play, and second, that the prob- §
abilities (the ‘beliefs’) g (£) must be calculated using the Bayes’s rule given the
agent’s strategy. -3

One frequent problem is that there are several possible equilibria. However, |
some of them are not very reasonable, and will be eliminated. We shall con- §
centrate on two equilibrium possibilities, a separating and a pooling equilib- §
rium, and we shall see when these are ‘reasonable’. As will become increasingly §
clear, the difficulty of the analysis is in the construction of the beliefs ¢ (¢) that
a principal forms as to agent type, once the message thas been sent.
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5.4.1 Separating equilibria

The idea that a signal can be informative as to an agent’s type depends on the
fact that the principal will form different beliefs with regard to the agent
according to which signal is sent. Spence proposed the following logic: assume
that the principals think that an agent is type G if they observe ¢ = ¢', and type
Bif t="0.That s,

q(t)=1, q(0)=0.

If this is correct, then the principals will offer wages of (they are equal to the
perfect information wages since given ¢ they are certain of the agent’s type):

wo* ift=¢'
w(1)= {
wh* ift=0.
The utility that the agents get in this market is therefore equal to,

Uex if t=+¢

Us* if t=0,

independent of type (since wages do not depend on the result). For this to be
an equilibrium situation, the agent’s behaviour must confirm the principal’s
expectations, or in other words, no type-G agent is ever interested in sending a
signal =0, and no type Bis interested in sending a signal t= t'. Hence the con-
ditions for this reasoning to lead to an equilibrium are:

UG* —vG> UB*  for the type G,
and
UB*> UG*—vB  for the type B.
These conditions can be rewritten as:
Ve < UGt — UB*, (5.1)
vB> UGt — UB*, (5.2)

Result 5.1. A necessary condition for the beliefs {g () = 1, q (0) = 0} to form
an equilibrium is vG < vB.4

4 The fact that the cost of the signal decreases with the agent’s productivity (his type) is the
Spence-Mirrlees condition. In signalling games, the single-crossing condition plays the same role as
In Adverse Selection models. For more details, see Sect. 4 and complement 1 in Ch. 3.
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The proof follows immediately from equations (5.1) and (5.2).

Result 5.1 tells us that +& < vBis a necessary condition for a situation in which 1

type-G agents choosing ¢ = t' and type- B agents choosing ¢ = 0, to be an equi-
librium. The condition is that the signal must be less costly the better is the
agent. However, this condition is not sufficient. It is not enough that the signal
t' be more costly to agents of type-B than to agents of type G. It must be

sufficiently costly to type Bs for them not to send the message ¢',but it mustbe

sufficiently cheap for type Gs for the cost of the signal to be less than the utility

gain from sending it. Hence the conditions (5.1) and (5.2) that we obtained °

above are sufficient, as is shown in result 5.2.

Result 5.2. If the signal ¢’ satisfies conditions (5.1) and (5.2), then there exists }

a perfect Bayesian equilibrium in which:

(i) the agent chooses t= t' if he is type G and the agent chooses t= 0 if he is

type B; v
(ii) the principals have beliefs g (') = 1, 4 (0) = 0;

(iii) the wages offered are w (¢') = wG* and w (0) = wB*, 3

Proof. The proof of this result is not difficult, but we must take care in that we §
do it ‘backwards, and taking into account the participants’ believes. We then §
apply the concept of perfect Bayesian equilibrium, analysing first (iii), then
(ii), and finally (i). In other words, the later an action happens (see Figure 5.1 '
for the time line of the game), the earlier we should analyse it. !
If the principals’ beliefs are g (¢') = 1, g (0) = 0, then when they observe t'
they are sure that the agent is type G, and when they observe t= 0 they are sure |
he is type B. Therefore, the situation is similar to one of symmetric informa-
tion. In a symmetric information situation, Section 3 of Chapter 4 showed that
the equilibrium wages are precisely w (t') = w&* and w (0) = wP*. Hence (iii) is
an equilibrium since it is an optimal decision. 4
We now analyse how these beliefs are formed, that i, (ii). Clearly, if the agent '§
chooses t=t' so long as he is type G, and t= 0 so long as he is type B, then the
principals’ beliefs must be g (t') =1 and g (0) = 0.
Lastly, we have seen that when the contracts are the same as under symmet- §
ric information, the conditions for a type-G agent not to send the signal t= 0,
and for a type- Bagent not to send the signal t= t', are precisely (5.1) and (5.2). §
Hence when these two conditions are satisfied, and the wages offered are those |
defined in (iii), then the best that type-G agents can do is t = ', while the best }
strategy for the type-Bs is t= 0. We have now proven that (i) forms a part of the §
perfect Bayesian equilibrium. Q.ED. |
Result 5.2 shows that it can be perfectly rational for an agent to spend re- ,,
sources on an activity that is apparently uninteresting both to him and to thc

ot b
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principal (as destroying money, or burning his vessels). The fact that the activ-
ity has a different cost for different agents is what makes doing it useful.

Note that we have analysed the possibility of the separating equilibrium in
which good agents signal their characteristic, that is, g (¢') = 1and q (0) = 0. It
is easy to see that the other possibility, in which bad agents get educated while
good agents do not, cannot constitute an equilibrium. Bad agents would have
no interest in paying the cost of education in order to be identified as being
bad! We do not enter into details now. Result 5.6 will properly prove this state-
ment for a similar model.

5.4.2 Pooling equilibria

We now go on to consider when we may find ourselves in an equilibrium situ-
ation in which both agent types send the same signal (and hence the signal is
not informative at all). This type of situation is known as a pooling equi-
librium.

The first thing to note is that in a pooling equilibrium, since the signal is not
informative, the principals find themselves in exactly the same situation as
classic adverse selection (as discussed in Section 3, Chapter 4),and so q (¢) =
for the signal that all the agents send. Hence in a pooling equilibrium, the prin-
cipals will offer the agents a contract menu that gives them utilities (EUS, UB*)
respectively.

A first conclusion of the analysis is the following: if the agent sends the same
signal independent of his type, the signal must be t = 0. A situation in which
both types of agent send the signal ¢ = ' cannot be optimal for the type-B
agent. Effectively, if g (¢') = g, a type-B agent will always decide to deviate and
send the signal ¢ = 0: he loses nothing by doing so, since the least he can get by
deviating is UB*, which is the same that he receives in the pooling equilibrium,
and he will save vB, Given this, we shall only study pooling equilibria with t=0.

As before, in order to analyse the agents’ behaviour, we need to describe the
principals’ beliefs according to the different signals that can be sent. It is always
possible that the principals form beliefs that lead to a pooling equilibrium.
Result 5.3 describes a simple pooling equilibrium, although other pooling
equilibria exist.

Result 5.3. The following strategies form a perfect Bayesian (pooling) equi-
librium:

(i) the agent chooses t = 0, independent of his type;
(ii) the principals’ beliefs are g (0) = g, g (t') = 0;
(iii) the wages offered are:
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The proof follows immediately from equations (5.1) and (5.2). :

Result 5.1 tells us that vG < vBis a necessary condition for a situation in which }
type-G agents choosing ¢ = t' and type-B agents choosing ¢ = 0, to be an equi- 4
librium. The condition is that the signal must be less costly the better is the ii
agent. However, this condition is not sufficient. It is not enough that the signa] 3
t' be more costly to agents of type-B than to agents of type G. It must be 7
sufficiently costly to type Bs for them not to send the message ', but it must be
sufficiently cheap for type Gs for the cost of the signal to be less than the utility
gain from sending it. Hence the conditions (5.1) and (5.2) that we obtained
above are sufficient, as is shown in result 5.2.

Result 5.2. If the signal #' satisfies conditions (5.1) and (5.2), then there exists
a perfect Bayesian equilibrium in which:

(i) the agent chooses t= ¢' if he is type G and the agent chooses t= 0 if he is 4
type B;
(ii) the principals have beliefs g (t') = 1, 4 (0) = 0; E
(iii) the wages offered are w (') = wG* and w (0) = wB*.

Proof. The proof of this result is not difficult, but we must take care in that we §

apply the concept of perfect Bayesian equilibrium, analysing first (iii), then
(i), and finally (i). In other words, the later an action happens (see Figure 5.1
for the time line of the game), the earlier we should analyse it. E
If the principals’ beliefs are q (') = 1, q (0) = 0, then when they observe t'
they are sure that the agent is type G, and when they observe ¢ = 0 they are sure
he is type B. Therefore, the situation is similar to one of symmetric informa-
tion. In a symmetric information situation, Section 3 of Chapter 4 showed that §
the equilibrium wages are precisely w (') = wé* and w (0) = wB*. Hence (iii) is
an equilibrium since it is an optimal decision.
We now analyse how these beliefs are formed, that is, (ii). Clearly, if the agent
chooses t=t' so long as he is type G, and £ = 0 so long as he is type B, then the §
principals’ beliefs must be g (¢') = 1 and q (0) = 0.
Lastly, we have seen that when the contracts are the same as under symmet- 4
ric information, the conditions for a type-G agent not to send the signal t= 0,
and for a type- Bagent not to send the signal t= ¢, are precisely (5.1) and (5.2). |
Hence when these two conditions are satisfied, and the wages offered are those '_
defined in (iii), then the best that type-G agents can do is = ¢/, while the best §
strategy for the type-Bs is t= 0. We have now proven that (i) forms a part of the 1
perfect Bayesian equilibrium. QED. |
Result 5.2 shows that it can be perfectly rational for an agent to spend re- |
sources on an activity that is apparently uninteresting both to him and to the }
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principal (as destroying money, or burning his vessels). The.fac'F that the activ-
ity has a different cost for different agents is what makes d01‘ng it us'e‘ful.‘ ‘

Note that we have analysed the possibility of the separating equilibrium in
which good agents signal their characteristic', thatis, q(t')=1and q(0) = 0.' It
is easy to see that the other possibility, in Whl(Eh. ba.d agents get educated while
good agents do not, cannot constitute an equilibrium. Bad agents would h'flve
no interest in paying the cost of education in order to be identified as being
bad! We do not enter into details now. Result 5.6 will properly prove this state-
ment for a similar model.

5.4.2 Pooling equilibria

We now go on to consider when we may find ourselves in an equilibrium situ'—
ation in which both agent types send the same signal (and hence the signal is
not informative at all). This type of situation is known as a pooling equi-
librium. ' ‘

The first thing to note is that in a pooling equilibrium, since the S}gnal.ls not
informative, the principals find themselves in exactly the same situation as
classic adverse selection (as discussed in Section 3, Chapter 4), and so g (¢) =q
for the signal that all the agents send. Hence in a pooling equil.il‘)r.ium, the prin-
cipals will offer the agents a contract menu that gives them utilities (Eus, up*)
respectively.

A first conclusion of the analysis is the following: if the agent sends the same
signal independent of his type, the signal must be ¢ = 0. A situation in which
both types of agent send the signal t = ¢’ cannot be optimal for the. type-B
agent. Effectively, if q (') = g, a type- Bagent will always decide to deviate and
send the signal = 0: he loses nothing by doing so, since the le'ast he can get by
deviating is UB*, which is the same that he receives in the pooling equll_lbrlum,
and he will save vB. Given this, we shall only study pooling equilibria with #=0.

As before, in order to analyse the agents’ behaviour, we need to desc.:ribe the
principals’ beliefs according to the different signals that can b? sent. It.1§ aleays
possible that the principals form beliefs that lead to a pooling equlllbrlu.m.
Result 5.3 describes a simple pooling equilibrium, although other pooling
equilibria exist.

Result 5.3. The following strategies form a perfect Bayesian (pooling) equi-
librium:

(i) the agent chooses t = 0, independent of his type;
(ii) the principals’ beliefs are 4 (0) = g, q (') = 0;
(iii) the wages offered are:
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the menu { (w§, wg), wb*} ift=0,
the wage wB* ift=r.

Proof. Given subgame perfection, we will firstly analyse stage (iii), then (ii),
and finally (i). We have seen that if the signal ¢ = 0 does not change the prin-
cipals’beliefs, i.e. if ¢ (0) = g, then the final equilibrium must include the menu
{(w&, wg), wP*} when the signal ¢ = 0 is received. On the other hand, if the
signal ¢’ is observed, and if this leads the principals to conclude that the agent
is type B, i.e. g (¢') = 0, then the equilibrium will lead them to offer the sym-
metric information optimal contract for type- Bagents: w= wB*,

We shall now see that the beliefs defined in point (ii) are Bayesian. First, if
both agent types choose t= 0, the signal is uninformative and so it must be that
q(0) = g. Secondly, since in equilibrium, no agent will choose t' there is no re-
striction on what the principals can think if ¢’ is observed. Any belief is pos-
sible, since in equilibrium, ¢’ never happens. In particular, g (¢') = 0 is Bayesian.

Finally, given the contracts that the principals will offer according to the sig-
nal, neither type of agent is interested in choosing t = t'. To send the signal t=
t', the signalling cost must be paid, and this is strictly positive for both types of
agent, but the signal t = ¢’ will lead to a lower (for type G) or equal (type B)
wage as would be received by choosing the signal t=0. Q.ED.

Therefore, a pooling equilibrium always exists. However, it is important to
note that this equilibrium is upheld by the principals’ beliefs. In particular, the
principals believe that if some agent chooses t = t' (deviation from equilib-
rium), then he must be type B (since we have assumed that g (¢') = 0). Are these
beliefs with respect to which agent type deviates with t= t' reasonable? In some
circumstances these beliefs are not too reasonable, or we could say they are not
‘intuitive. In order to explain this statement, think about what are the incen-

tives of the agents to deviate from the proposed equilibrium. Let’s start with §

the type- B agents.

Imagine the most optimistic agent possible: he believes that if he deviates he
will trick the principals into thinking he is type G, and he will be guaranteed an
expected utility of UG* (no principal will pay more than w&* to any agent, and
so UG* is the true maximum that an agent can earn). For this optimistic type-
Bagent, deviation by choosing t' is interesting if:

UGt —vB > UB*,
We can be sure that no type-Bagent will deviate if
vB2> UG* — UB*, (5.2)

On the other hand, an optimistic type-G agent (that is one who thinks that
by deviating he will identify himself as a good agent, and so will receive US*) is
interested in choosing t' if:
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U —v6>EUS,

that is if:
v6 < Us* - EUG. (5.3)

Let’s assume now that conditions (5.2) and (5.3) are satisfied. Given (5.2),
the principals know that no type-B agent is interested in deviating, indepen-
dently of the principals’ beliefs, g (¢'). On the other hand, type-G agents will
change their signal if they can expect to receive US*, which is to say, g (¢') = 1.
What will the principals make of a signal of ¢ = ¢'? Probably that it is a type-G
agent. Hence g (¢') = 1 and offering the wage wG* if ¢t = t' would appear
‘reasonable’. However, in this case the type- G agents will indeed want to choose
the signal t'.

What we have explained is that, if (5.2) and (5.3) are satisfied, no beliefs
apart from q (¢') = 1 seem to be reasonable. In particular, the beliefs of result
5.3 would appear to be unreasonable if (5.2) and (5.3) are satisfied. The crite-
rion that we have used to eliminate unreasonable beliefs is known as the
‘intuitive criterion’ as defined by Cho and Kreps (1987). In complement 1 we
will give a more formal definition of this criterion.

Result 5.4. The equilibria described in result 5.3 overcome the intuitive criter-
ion if either (5.2) or (5.3) is not satisfied.

Result 5.4 identifies the condition under which a pooling equilibrium exists,
and the intuitive criterion is satisfied in which no agent type is interested in
sending a costly signal before entering into a contractual relationship with the
principal. If (5.2) and (5.3) are both satisfied, then no pooling equilibrium
exists such that the intuitive criterion is satisfied in this market.>

5.4.3 Conclusion

We shall conclude this section by considering which equilibria should be
found in the framework that we are considering. In particular, we shall be con-
cerned with equilibria that satisfy the intuitive criterion, since they seem to be
more ‘reasonable’ than those that do not satisfy the criteria. On the other hand,
this does not present any important problem since there will always exist an
equilibrium that satisfies the intuitive criterion.

5 Note that when either (5.2) or (5.3) is not satisfied (that is, when we are in the framework of re-
sult 5.4), we can find pooling equilibria that satisfy the intuitive criterion in which the principals’ be-
liefs are different to g (t') = 0; e.g., we could think of beliefs such that g (') = 1. For this to occur, more
stringent conditions must be satisfied. We will limit ourselves to saying that the situation is more
favourable to the existence of pooling equilibria if q (') = 0, and we shall not study in any greater de-
tail the conditions of the other cases.
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Before establishing result 5.5, which is the summary of results 5.2 and 5.4, ‘

we should note that equation (5.3) is stronger than (5.1). Since UB* < EUG, we
have:

Ut —EUG < UG* — UB*,
Hence if +G satisfies condition (5.3), then it will also satisfy (5.1).

Result 5.5. In the proposed market, there will always exist an equilibrium that §
satisfies the intuitive criterion:

(a) Consider the situation in which both (5.2) and (5.3) are satisfied, that is, 3
vB> UG* — UB* and vC < US* — EUG. Then a separating equilibrium exists, but §
no pooling equilibrium exists. :

(b) If the parameters satisfy (5.1) and (5.2), but not (5.3), that is, vB> UG* ~ §
UP*and w6 e [UG* - EUG, UG* — UB*], then both separating and pooling equi-
libria exist.

(¢) Finally, in a situation in which either (5.2) or (5.1) is not satisfied, that is, f
either v8 < UG* — UB*, or vG > US* — UB*, then a pooling equilibrium exists, but E
no separating equilibrium exists. 3

We can interpret result 5.5 in the following manner. First, case (a), if the cost {
of sending the signal is low for agents of type G, but high for agents of type B,
then only the best agents (G) will be interested in sending the signal, and so the
principals will conclude that an agent who sends the signal is type G. Hence the
equilibrium is separating. Secondly, case (c), when the cost of the signal is low
for bad agents, the principals will not know if a signal has come from a good ot [
a bad agent, and so they may decide to pay a low wage, so that no one is inter-
ested in sending the signal (it is not logical that the king, in order to find a §
future prince, proposes a test that all could pass). The equilibrium in this case .
will be pooling, in the same way that it will always be pooling when the cost of §
the signal is so high that even the good agents are not interested in sending it §
(if, in the test to marry the princess, the candidate had a 90 per cent chance of §
heart attack, even if he were brave, no one would be interested in passing the
test). Finally, case (b), there is both separating and pooling equilibria when the
cost of the signal is high for type-B agents and not too high for the type Gs '
(sufficiently high for them not to want to deviate from a pooling equilibrium,
but sufficiently low for them to send the signal in a separating equilibrium). .

A pooling equilibrium is a situation in which the agents have the possibility
to send signals, but they don’t do it. In this sense, it is as if the signalling activ-
ity did not exist. In the end, the result obtained is exactly the same as that of |
pure adverse selection. On the other hand, when a separating equilibrium }
emerges, then skilled agents have to pay a signalling cost for the problem to be }

198

Signalling

transformed from one of adverse selection to one of symrngtric infor.matz.'on. 'I"he
fact that final contracts are the same as in the symmetric information situation
is good from the point of view of efficiency, and so it is also good for tbe agents
(since in this framework, they receive all the surplus from the relatlonshlp).
However, in order to obtain this gain, they have had to pay t.he cost of the sig-
nal. In equilibrium, the good agents must pay v&, which isa payment that
benefits no one. In a separating equilibrium, it is wo.rth whﬂg for g_ood.agents
to signal their characteristics because the benefits of information diffusion are
greater for them than the cost of the signal. The trade-off between the op-
timality of the contract and the signalling cost makes th'e wglfare effect of
signalling ambiguous. One can find situations where pooling is better for all

types of agents than separation.

5.5 The Informational Power of Contracts

In Section 2 of this chapter we argued that whenever a participant. with priYate
information takes a decision, this decision may signal his private 1nforma.t10n.
For example, if a seller has more information than a bu){er asto thF guallty of
the good she is transacting, the seller’s decisions as to price, advertising, guar-
antees, etc. can signal to the buyer that the good is of high or shoddy quallty. In
the same way, the financial decisions of the managers of a firm can transmit to
the market, or to banks, information relevant to the true value of the ﬁ'rm.

In the model that we have been using throughout this book, the simplest
way of introducing the signalling effect of contracts is thf: following. Assume
that the principal is risk-neutral, while the agent may be rlsk—z?verse or neutral.
The principal has private information relevant to the type of job be}ng offe.red
to the agent. There are two possibilities that the agent cannot distinguish:
either the job is easy and productivity is low, or the job is .a.rduous a'lthough
productivity is higher. In the first case, the profit and utility functions are

written as:
Bi(w,e)=I1(e)—w
Ul (wy e) = u(w)—v(e),
while in the second possible situation we have:
Bk(w,e) =kIl(e)—w
Uk(w,e) =u(w)—kv(e),

where k > 1. The agent’s reservation utility is U.
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A contract is a pair (w, €).6 This means that effort is an observable variable, §
although the implied disutility is not. A businessman, for example, may estab- |
lish a contract with an agent for a fixed number of hours, without specifying
whether the job is arduous or not. When the difficulty of the jobis information }
private to the businessman, an important problem arises in that the worker 1

values both the hours worked (represented by the variable ¢) and the difficulty

of the job (which is greater if the disutility of effort is multiplied by the para- | |

meter k).

In order to analyse the distortion produced by the informational asym- "‘
metry, and given that this model is somewhat different from those seen up to |
now, we will first consider what would happen if the information were sym- 1

metric.

5.5.1 Symmetric information

Call C* = (w'*, e!*) and C¥* = (w*, e*) the optimal symmetric information
contracts. They are the respective solutions to the following constrained max- §

imization problems:

Max [l(e)—w
(we)
st. u(w)-v(e2U,

and

Max kIl(e)—w
(we)
st. u(w)-kv(e>2U.

These two problems are similar to others that we have seen in this book. The

equations that characterize the optimal contracts are:’

u(w)—vie)=U (5.4)

meE) 1

Ve u ()

and

6 See advanced theme 5C.3 of this chapter for a more complete analysis of the optimal contract 1

format for this framework.
7 Equation (5.5) is common to both contracts since we have assumed that the increase in the job’s
‘difficulty’ in effort terms translates into an equivalent increase in productivity. If the effect on v (¢)

were different to the effect on I (e), the conclusions would be similar, but the analysis would be more
complicated.
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u(w) —kv(ed)=U (5.6)
mweH 1
V() o (W)

Graphically, the location of the contracts is shown in.Figure 5.2. I\}Ilote thfat
the iso-profit curves of a type-k principa.l are more horizontal than t 0se (;1 a:
type-1 principal: type-k principals are willing to increase wages more in ofrt ;
to obtain a given increase in effort. Note also that th? iso-utility curves of the
agent are geometrically lower, and flatter the greater s k.

e v'(e)

‘()= 1 t
IT'(e) ) B! =constan

Ul=U

B*=constant

Fig. 5.2

Although an increase in effort is more beneficial t9 a t}fpe—k principal? the
fact that she must pay a greater wage (kv () > v (e) ).1mp11es that the optimal
contracts C* and C¥* satisfy the following relationship:

e <e* and  wkt > wlt.

5.5.2 The agentis uninformed as to the difficulty of the job

The contracts C*and C¥* are no longer a valid offer if there is no way in which
the agent can acquire the information relating to his. disu.tility of effort begcr:
signing the contract. For both types of principal, C1 * is str.lctly preferr'ed to d
they get greater effort at a lower wage. A type-k principal is therefore intereste :
in passing herself off as type 1, in order to pay less for greater effort. Ifan agen
receives the offer C1*, he knows that it may have come from either type of prin-
cipal, and so he will not accept it. ‘ . ' et
In the same way as in the model analysed in the previous section, the be iefs
that the uninformed party has over the informed party’s type become very im-
portant in this model, once the informed party has carried out an action. For
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the case at hand, the action of the informed party is the contract offered. This 3
action, as we shall see, can reveal information. To make this even clearer, we |
will describe the time-line of the game. Let g stand for the agent’s prior proba- 4

bility that the principal is type 1, so that (1 - g) is the prior for the principal
being type k. Denote by q (w, e) the agent’s posterior probability that the prin-
cipal is type 1 once the contract (w, e) has been offered. Figure 5.3 summarizes
the timing of the relationship.

T T

N chooses P designs A calculates A either Outcome
the type of P the contract q(we) accepts and
(w, e) (or rejects) payment
Fig.5.3

The main objective of this section is to show that contracts can transmit 4
information. Therefore, we now go on to consider the equilibria in which the §
contract signals the principal’s type (separating equilibria). For simplicity, we

will not analyse in the main text the contracts that do not reveal information

(pooling equilibria). In the model we are presenting, it is the case that pooling §
equilibria satisfying the intuitive criterion do not exist (although there are f;
models in which there are pooling equilibria satisfying this criterion). Exercise §

10 asks the reader to prove this point graphically.

5.5.3 Separating equilibria

A separating equilibrium is one in which the contract offered perfectly §
identifies the principal’s type. This means that, in equilibrium, the agent can 3
receive two offers, denoted by C' = (w, e!) and Ck= (wk, €k), according to the §
principal being of type 1 or type k respectively. The agent has beliefs g (C!) = 1,
q(C¥) = 0, since when he is offered C' he is sure that the offer is for an easy job, §
while an offer of Ckis taken to be for an arduous job. Therefore, in order for §
these contracts to form an equilibrium, each type of principal must be inter-
ested in offering only that contract that the equilibrium assigns her, rather that

attempting to pass herself of as the other type.

In the present model, the only type of principal that is interested in ‘dis- ]
guising’ herself is the type k (since she induces greater disutility of effort). §
Therefore, the principal who needs to signal herself is the type 1, in order that |
the agent does not confuse her with a type k (since this would require a higher
wage). Besides, the type-1 principal’s need to signal that she is offering the easy 4
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job does not distort the contract offered in equilibrium by the principal with
the arduous job. This is the message of result 5.6.

Result 5.6. In a perfect Bayesian separating equilibrium {C', C¥} = {(w1, el),
(wk, ek)}, it must always be true that Ck= C¥*, that is to say,
(wk, ek) = (wh*, ek*).

Proof. To prove this result we will show that there cannot exist a perfect separ-
ating equilibrium {C!, Ck} with Ck# C¥*. If such an equilibrium did exist, it
would have to be true that g (C¥) = 0 since, in this equilibrium, a type-1 prin-
cipal never offers Ck (the equilibrium separates the two principal types). This
means that, in order for the agent to accept the contract, knowing that the job
is arduous, he must receive his reservation utility. Hence the following con-
dition must be satisfied:

u(wh) —kv(e)>2U.

Now, any contract that satisfies this condition and that is not C¥* will give
the principal profits strictly lower than those of C¥* (bear in mind that C¥* is the
only contract that maximizes the principal’s profits, under the agent’s parti-
cipation condition). The principal has incentives to deviate from (w*, ) by
choosing C¥* whenever she can be sure that the agent will accept C¥*. This will
depend, in principle, on the agent’s beliefs g (C¥*), or in other words, what the
agent thinks when he is offered C¥*. We shall prove that independent of g (C¥*),
the agent is interested in accepting the contract. Note that the greater is g (C*),
the greater is the agent’s expected utility, since the probability that disutility is v
(e) instead of k v (e) is greater. Hence the worst of all possibilities is g (C¥*) = 0.
However, even in this case the agent is interested in accepting the contract since
his utility, given that he is sure that his principal is type kis:

u(w)—kv(e*)=U.

Therefore if the principal deviates from Ck by choosing C* she obtains
greater profits, and can be sure that the agent will accept the contract. In this
way Ck# Ck* cannot form a part of a perfect separating equilibrium (since the
principal would be interested in deviating if she is type k). QE.D.

(The fact that, in a separating equilibrium, the contract offered by the party
who is interested in disguising himself coincides with his symmetric informa-
tion contract is a common characteristic of this type of model. As an example
of this result, see application 2 of this chapter.)

Once the type-k principal’s contract has been identified, we are interested in
the restrictions that must satisfy C! = (w}, e!) in order to form a part of the
separating equilibrium. First, it must be a contract that the agent wants to
accept when g (C!) = 1, which is to say:
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u(wl)—v(e)2U. (5.7) ;

Secondly,. it cannot be a contract that appeals to a type-k principal. The f
profits of this type .of principal must be at least as great from offering the con-
tract that the equilibrium demands of her. This condition can be written as:

kTT (e¥*) — wh* > kTI (el) — wi. (5.8

I.n words, condition (5.8) says that a type-k principal earns more from of. ».;
fering C** than from offering C. .
Finally, the type-1 principal must prefer this contract to C¥*. In other words,
she cannot be interested in passing herself off as a type-k principal: k

R

T (e1) — ! 2 TT (et — wh*. (5.9) 1

.Graphically, the set of admissible contracts corresponds to the shaded zon;;
Zin Figure 5.4. Note that geometrically higher iso-profit curves correspond to
greater profit levels, while the opposite is true of the iso-utility curves. In orde:
to satisfy (5.7), the contract must be located below the curve U! = U. On the
f)ther hand, condition (5.8) requires that C! be below the type-k p_rincipal;’&
iso-profit curve that passes through C¥, Bk = constant. Lastly, the contract is
above B! = constant when (5.9) is satisfied.

We now go on to characterize the contracts C! = (w1, e!) that can form a part
of a perfect Bayesian equilibrium. Besides the participation condition, (5.7}
and the incentive compatibility conditions, (5.8) and (5.9), we also require that
all participants are maximizing, and we must describe the agents’ beliefs. Ther
are really many contracts that can form a part of an equilibrium. However, nét
all the contracts situated in zone Z of Figure 5.4 are candidates to be a sep
ating equilibrium. Note that a part of Zis below the curve U= U, which me
that they are contracts that give the agent greater utility than U, even if the j

eh

Bl =constant

ul'=u

B¥ =constant

Uk=y

Fig. 5.4
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is arduous. These contracts will be accepted by the agent in all cases (i.e. for any
belief). The principal will choose that contract among these that gives her the
greatest profit, from which the rest are never optimal. The upshot of this is that
there is a part of Zthat is irrelevant.

Result 5.7 describes the possible perfect Bayesian equilibria, while the
shaded zone of Figure 5.5 shows the set of contracts C! that are candidates to
form a part of such an equilibrium. In order to introduce the result and the
figure, we shall formalize the above argument on the irrelevant part of Z.
Denote by B’ the maximum profits that a type-1 principal can achieve when
the agent believes that she is type k. That is, B' is the profit of a pessimistic type-
1 principal, since the agent is more reluctant to accept the contract the greater
is the probability assigned to the principal being type k. In this case, we are
thinking of the worst situation for the principal.

B’ = Max Il(e)-w
(we)
st. uw)=kv(e)2U.

Consider the class of contracts (w, e!) that guarantee a type-1 principal
profits of at least B':

MM(el)-—w'2B. (5.10)

Since, in particular, (e*, wt*) satisfies u (w**) — kv (e¥*) = U, we know that
B >TI (ek*) — w**, and so equation (5.10) implies (5.9).

Recall that, since we want equilibrium to be Bayesian, we require that Bayes’s
rule be applied to update beliefs referring to contracts that are signed in equi-
librium. (Bayes’s rule says nothing about out of equilibrium beliefs.)

Result 5.7. Consider a contract C! = (wl, ¢!) that satisfies equations (5.7), (5.8),
and (5.10). Then the following strategies and beliefs are a perfect Bayesian
equilibrium:
(i) The principal chooses C! if she is type 1
The principal chooses C* if she is type k.
(i) q(C)=1
q(C*)=0
q(w,e)=0if (w,e) = Cland (w, e) # Ck*,
(iii) The agent accepts both contracts C' and C¥*. He also accepts any other
(w, e) such that u (w) — k v (e) 2 U. He rejects all other contracts.

(The first two conditions of (ii) are to fulfil the requirement that beliefs be
Bayesian, given the principal’s behaviour in (i), while (iii) ensures that the
agent will accept those contracts that guarantee him more than U, given his
beliefs (ii) ).
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Proof. Since we are analysing perfect equilibria, we shall begin with the last
stage. For those contracts (w, e) for which g (w, €) = 0, the agent is interested 3
in accepting if he gets utility greater than U (or in other words, when u (w) — ]
kv (e) 2 U). It is also optimal to accept Ck*, which gives utility equal to U;
finally, if g (C?) = 1 then he gets at least U with C, since it is below the curve
Ut=U(by (5.7)). 4
With respect to (ii), we must show that the beliefs are Bayesian. This is ;‘
trivial, since Bayes requires that if only type-1 principals choose C! thew 3
q(C") = 1; and if only type k principals offer C¥*, then q (C**) = 0. For all othey
contracts, Bayes does not impose any restrictions. In partlcular, q(w,e)=0ig
possible. ;
Finally, we will analyse (i). First, a type-1 principal will prefer C! to C¥*, sincé
it gives greater profits (since C! satisfies (5.9) ). Aside from this, she prefers C¥
to all other contracts that the agent would accept, since the agent only accepts,
contracts for which u (w) — kv (e) = U, and the maximum that the principal can |
get from these is B', while (5.10) assures us that C! guarantees atleast B'. On the
other hand, a type-k principal prefers C¥* to C!, given (5.8). In the same way as
above, among all the contracts that satisfy u (w) — kv (e) > U (which are all the
contracts that the agent will accept in (iii) ), the type-k principal maximizes:
with C¥*. Q.ED,

Bk =constant

Fig. 5.5

Hence there are many contracts (wl, e!) that could form a part of a perfect §
Bayesian equilibrium (all the contracts in the zone Z’ in Figure 5.5). However, §
they all share certain common characteristics:

w! < wh* and el < ek*,

That is, the only way in which a type-1 principal can convince the agent that
she really is type 1 consists in making him see that she is less interested in effort
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than a type-k principal. Hence she demands less effort than e and pays a wage
lower than wk*. The wage difference is sufficiently small for a type-k principal
to prefer ek* to ¢!, but it is sufficiently large for a type-1 principal to prefer e!
(recall that the agent’s effort is more productive for a type-k principal).

What of the agent’s utility? Does he get greater utility thanks to the asym-
metric information? In the zone Z', there are contracts for which the agent gets
exactly U (those that satisfy equation (5.7), or in other words, those that are on
the curve Ut = U), but there are others for which he gets greater utility (those
that are strictly below the curve U! = U). However, if we refine a little more by
eliminating some of the possible equilibria for being based on ‘unreasonable’
beliefs for the deviation case, then we arrive at a clearer conclusion. In particu-
lar, if we apply the intuitive criterion of Cho and Kreps as in the previous sec-
tion, only one separating equilibrium remains. The following result identifies
this equilibrium and proposes a proof, not altogether rigorous, but at least in-
tuitive, of the reasons for which this contract is the most ‘reasonable’

Result 5.8. Let C'** = (w!, e!) be the contract defined by the following two
equations:

u(wl)-v(e)=U (5.7")
kI (ek*) — wh* = k1 (e!) — wl. (5.8")

The contract thus defined is the only one for which the beliefs defined in part
(ii) of result 5.7 satisfy the intuitive criterion.

Proof. The reason why C1** is the only contract that satisfies the intuitive cri-
terion is linked to the fact that C** is the contract in Z' that maximizes the
profits of a type-1 principal (graphically, this is true since the slope of the iso-
profit curves B! = constant is greater than that of Bk = constant, while it is less
than the slope of the iso-utility curve U' = Uup to the point C'*). Given that
CY* maximizes B! in Z', why do other equilibria (w, e) exist? The answer is that
at these other equilibria we are assuming that g (C'**) = 0, from which if the
principal chooses C'** the agent will not accept the contract since he believes
that the principal offering it is type k. Is it reasonable that g (C'**) = 0 in an
equilibrium in which a type-k principal chooses C¥*? The intuitive criterion
says that this is not reasonable. The reason why is that a type-k principal is not
interested in offering C1** instead of C¥*, independent of the agent’s beliefs.
On the other hand, a type-1 principal gets greater profits from C** than from
any other contract in Z'. If the agent observes that someone has deviated from
the equilibrium contract, it is ‘reasonable’ that he thinks it was a type-1 princi-
pal, from which g (C**) must equal 1, and it is not ‘intuitive’ that g (C'**)=0.

Q.E.D.
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ek

B =constant

Fig. 5.6

In order to interpret result 5.8 (shown in Figure 5.6), imagine that the prin
cipal is a businessman who contracts a worker (the agent). The contraci
specifies the number of hours that the worker must be on the job (the effort e
and the wage wto be paid. The worker does not know if the job is arduous (k
high) or easy (k = 1), but he does know that the more arduous is the job, the
greater will be the businessman’s profits. How can the businessman signal that
the job he is offering is easy? The answer is by demanding only a few hours
work (and paying a correspondingly low wage). The worker knows that if the
job were arduous and so very profitable to the businessman, the contra
would specify many hours work, even though this means paying a higher wage,
Therefore, the offer of only a few hours is a signal, in this model, of an easy, but
not very profitable, job. The worker will accept the contract with the low wage}
both because the number of hours is low, and because he can be sure the job is
easy. d

In the only equilibrium that satisfies the intuitive criterion (see Figure 5.6),
we have the result that the agent’s utility is equal to his reservation utility. This |
is a characteristic of the model we have analysed. On other occasions, the prin-
cipal will signal her type by offering contracts in which the agent obtains some
of the surplus of the relationship, since if she tried to extract any more surplus,” 1
the contract would no longer be a clear indication of the principal’s type (see, 4
for example, application 1). {

The main message of this section is the following. On many occasions, the
party who offers a contract (or, more generally, the party who initiates the
relationship) has more information than the accepting party. When this §
information is relevant to the contract’s acceptance (to the conditions under |
which the agent accepts it), the terms of the contract can indirectly transmit all 4
or a part of this information. Therefore, on occasions apparently inefficient |
contracts are offered (or, more correctly, they would be inefficient if the 1
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information were symmetric). The objective is to clearly indicate the offering
principal’s ‘type’ thereby distinguishing her from other types that would never
have proposed the same contract.

In the last decade, many economists have applied the ideas of signalling
models to diverse economic situations. Fields such as industrial organization,
financial economics, economic policy, and public economics, among others,
have found explanations to certain phenomena in signalling activity. Some ex-
amples will help to understand the explanatory power of the theory.

Consider a businessman who knows the value of the company he manages
and who wants to signal this value to the market (for example, because he
wants to increase capital and receive a fair price for the new shares). In order
that a decision of the businessman be considered by the market as proof that
the company is healthy, it must be a decision that would never have been taken
had the company been in a bad situation. We shall use the framework analysed
by Ross (1977), in which the wage of the businessman is an average of the mar-
ket value of the company before and after the expansion, but where the busi-
nessman pays a fine if the company goes bankrupt. In this situation, a high
debt level can be interpreted as a signal that the company is working on good
projects, since a high debt level would mean a high probability of bankruptcy
for a bad company, and hence a high probability of the fine for the business-
man. The debt level of the company is a signal of its profitability since it is more
costly for a businessman to maintain the worse is the company’s true situation.

A very clear example of economic agents that need to give believable in-
formation are the producers of new consumer goods. How can a consumer be
induced to buy a product so that the consumer will learn that it is high quality
(given that this is the case)? Low initial prices, or initial advertising spending
are methods often used to introduce new goods, whose consumption is con-
tinued (soft-drinks, food products, monthly series of books, etc.). These
strategies are a signal of quality since they are more profitable the better is the
product; the percentage of consumers that will continue to buy the good once
it has been tried increases with the quality of the good. On the other hand, a
long guarantee period, or a money-back guarantee for unsatisfied clients are
strategies often used by sellers of durable consumer goods, since the cost of
these strategies is higher if the product is of shoddy quality, and lower for high-
quality goods.
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However, we should not think that signalling is a phenomenon that appears
in very particular economic situations. Governments like to signal their future
political actions to voters (sometimes successfully, sometimes not) or to the
institutions related to them.? Countries need to signal themselves as attractive 4
to foreign investors, or for the celebration of international events. We all try to
signal that we are suitable for the job when being interviewed for work, or that
we are nice people when we want to make friends. However, these attempts are g
only useful if they are believable. In the words of J. Saramago®: ‘In spite of the 4
words of the ingenuous (which is all of us at one time or another), it is not
enough to speak the truth. It is worthless in human relationships if it is not jf
believable, and perhaps this should even be its main characteristic. The truth is |
only half of what is needed, the other half is called believability. i

5A Complementary Material

5A.1 The intuitive criterion!o

In this annexe we shall give a more precise definition of the intuitive criterion.
It is a criterion which eliminates those perfect Bayesian equilibria that are
not very ‘intuitive’ or that are ‘unreasonable’. To do so, a condition on out
of-equilibrium beliefs is imposed (in equilibrium, the beliefs are given bvy
Bayes’s law).

Since we have seen both s1gnallmg games in which the party who signals i is
the agent and games in which it is the principal who signals via the contract, i
this annexe we will use a slightly different notation that covers both cases. W
will also change the names of the participants for the same reason.

Call the signalling party the leader, and the other party the follower (i
Section 4 the agent was the leader, while in Section 5 the leader was the pri
cipal). The leader is the party who possesses private information. The leade
may be any one of several types, which we shall denote by k € K, where K
{1,2,..., n} is a finite set. The set of signals, or messages, that the leader can
send is M, and we shall denote a particular message by m € M (a message i
the time spent in education in the Spence model, a price in the model of
seller who offers a product whose quality only he knows, a licensing contract
for the owner of a technology whose profitability is unknown to the buyer, i

8 Banks (1991) presents a monograph on the application of signalling models to pohtlcal
economy. 3
9 A bagagem do viajante, 1986, ed. Caminho, S.A..

10 See Cho and Kreps (1987).
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etc.).11 Call q (m) the follower’s beliefs as to the leader’s type if the signal m has
been sent. Now, since there are more than two possible types of leader, g (m)
will be a vector g= (gt (m), ..., g*(m) ), with Z,7, gi(m) = 1.

Consider a subset of K, HC K, and let a message m € M. Denote by BR (H,
m) the set of all pure-strategy best responses of the follower when the message
m has been sent and the beliefs are defined on H (that s, ;. ;g% (m) =1).12 BR
(H, m) therefore, includes all the strategies that could be optimal when the fol-
lower knows that the leader is of some type in H, but he doesn’t know exactly
which. The strategies that do not belong to BR (H, m) are not optimal for any
beliefs g in which gk (m) = 0 when ke H.

Denote by U (k, m, r) the utility of a type-k leader when message m is sent
and when the follower’s action is r. Consider an equilibrium in which the mes-
sages that are sent are m* (k), and the reactions are r* (m), and denote by U* (k)
the equilibrium utility of a type-k leader.

U* (k) = U(k, m* (k), r* (m* (k) ) ).

For a message m that is never sent in equilibrium, define S () as the set of
leader types k such that

U* (k) >max{U(k,m,r)| re BR(K, m)},

or in other words, S () is the set of leaders who are not interested in sending
message m independently of what the follower may believe: optimal follower
strategies, for any g, leave the leaders in S (m) worse off than what they were in
equilibrium.

We say that an equilibrium does not survive the application of the intuitive
criterion if there exists a leader type k' € Ksuch that:

U* (k") <min {U (k',m,r) | re BR(K-S(m), m)},

which says that a leader of type k' earns less in equilibrium than she can earn
by deviating, if the only possible follower best responses are those that are op-
timal for the beliefs under which zero probability is assigned to the types of
leader that are not interested in deviating. In an equilibrium that does not sat-
isfy the intuitive criterion we would find aleader type k', that is using a message
m* (k") and that would prefer to send some other message m. If he doesn’t send
m instead of m* (k') it is because the follower’s beliefs are not very ‘intuitive’:

11 The definition can be easily generalized to the case in which there exist messages that some types
of leader can send and others cannot. In order not to complicate any further our notation, we assume
that the possible messages are the same for all leaders.

12 When the utility of the follower does not depend directly on the message, as is the case of Spence,
BR (H, m) will also not depend on m. In the examples of signalling of the quality of a product or of a
patent, the utility of the buyer depends directly on the price of the good, or on the transference con-
tract, and so BR (H, m) depends on m.
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they assign a positive probability to the leader who sends message m being in f
S (m), the set of leaders who are never interested in sending such a message. 1

5B Applications

5B.1 Prices that signal quality!3

Consider a monopolist that produces some good. The quality of the good is-
known by the firm, but not by the consumers. The consumers think that the f"
quality could be either good or bad, and that the probability that it is good is g; 1
If the quality is G, the consumers receive a surplus of X, while quality B gives
zero surplus. If the price paid for the good is p, the utility of the consumers i§ §
either X — p, or — p, according to whether the quality is good or not. The unit- §
ary production cost is G if the good is of quality G, and ¢ in the other case, §
where ¢G> ¢B. A

There are two periods, and the consumers can buy one unit of the good irf:
each period. If a consumer buys the good in period ¢ = 1 then he learns the
good’s quality, and so can buy in period ¢ = 2 with symmetric information. In §
order to simplify, we shall assume that if a consumer does not buy in = 1, thert’
he cannot buy in ¢ = 2 either. 1

Since we are assuming the firm to be a monopolist, it is easy to see what wilk} 4
be the optimal decision in period ¢ = 2, since the consumers now know thé §
quality and are willing to pay any p, < Xif the quality is good, and they will not §
buy if quality is B. Hence the price will be p, = X for G, and there will be né}
market for B. The consumers pay in period t = 2 exactly what the good is §
worth. 3

We shall assume that g X < ¢8. In this case there cannot exist a pooling equi- §
librium. The reason for this is that if the consumer buys without knowmg
quality, the expected value of the surplus is g X, and so the maximum they are
willing to pay is p, = g X. However, at this price a bad-quality-producing mo- §
nopolist will not sell, since the first period profits would be IT; = g X— B < 0, 1
and the second period profits are zero.

Consider the cases in which the monopolist can signal (separate) good qual-
ity. The characteristics of an equilibrium must be the following;

(i) In a separating equilibrium the consumers ‘know’ that the quality is bad f
when the monopolist is type B, and so they would not buy at any price. §

13- Milgrom and Roberts (1986) showed how the price that a firm charges can give information on } ’
the quality of the good sold. We shall consider a simpler model here, based on Tirole (1988b).
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Therefore, in a separating equilibrium a type B will not sell in the market and
hence will get zero profits.
(ii) The profits for good quality with a period t= 1 price of p,, are:

I1G = (p, — ¢©) + 3 (X— )

where 8 € (0, 1) is the discount rate for future earnings. Clearly if [16>0, then
the good-quality-producing monopolist will not want to deviate. In order that
he doesn’t have incentives to camouflage himself as low quality either, we need
that p, < cB. Setting p; = c8 is therefore a sufficiently informative signal.!* The
profits of a type-G monopolist in the proposed separating equilibrium are:

TG = (- ¢6) + 8 (X — ).
Now we must distinguish two possibilities:

(a) When 8 (X - ¢G) < ¢G — ¢8, then the profits TG in the candidate equilib-
rium are negative and so it is not an equilibrium. Given that we have seen that,
with positive prices there is no pooling equilibrium either, no market will exist
in this industry. The possibility that the good is bad quality implies that it is not
sold, even if it is really of good quality, since the consumers cannot test the
quality of the good if they do not buy it even once.

(b) When 8 (X — 6) = ¢G — B, then an equilibrium with revelation (separ-
ation) exists in which the monopolist charges a price p, = ¢8 if the good is of
good quality, below his production cost ¢G, while the monopolist does not
enter the market if his quality is B. This equilibrium could be the explanation
of why initial selling prices are low, only to rise once the consumers know the
quality of the good. Many consumer goods present this price sequence. For ex-
ample, foodstuffs are often sold at low prices when they first appear on the
market.

5B.2 Optimal licensing contracts when the seller has
private information

The objective of this application of signalling problems is to analyse the op-
timal way in which a technology-licensing contract can be established when it
is the seller who has private information as to the value of the patent. We have

14 Other separating equilibria exist. At these equilibria, p; < cBand the consumers have beliefs such
that any deviation p# p, can come from a monopolist of quality B, that is to say g p) # 1. However,
none of these equilibria survives the application of the intuitive criterion. The reason is the following.
Let p’ € (p;, M). A low-quality monopolist will never have incentives to set price p', since this would
give negative profits. However, if his quality were high, he would earn greater profits with p’ than with
Dy 50 long as the consumers buy. Hence a ‘deviation’ to p' can only (‘intuitively’) come from G, from
which g (p') = 1. Hence the beliefs that support p; < ¢M as an equilibrium are not ‘intuitive’
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already seen (in application 2, Chapter 4) how the contract is deformed when i
itis the buyer who has private information as to the utility of the patent. In this |
application, we shall use the same analytical framework as was used in appli- }
cation 2, Chapter 4.

We maintain the assumption that the seller of the patent is an investigatio
laboratory and that the buyer is a monopolist in the industry. The demand *
function is D (p). The initial marginal production costs are c©, and the innova- 4
tion allows these costs to be reduced to either ¢G or 8, where 6 < < ©. In the
current framework, it is the inventor who knows what the final cost will be :
while the buyer is unable to distinguish one type of innovation from the other;
A licensing contract specifies the fixed payment F and the royalty, €, that the
buyer must pay. As we saw in Chapter 4, the symmetric information contracts
are:

€=0 POt =TIm(c6)—TIIm(c0)

e =0 FB* = T (cB) T (<0),

If the buyer does not have information regarding the quality of the patent,
these contracts are not a valid offer since the owner will want to propose (FG*; §
0) independently of the true value of the patent. The buyers, in anticipation o
this behaviour, will not accept the contract. The owners of a high-quality §
innovation need to signal this fact by offering a contract that would never bé |
offered if the innovation were low quality. .

We first show that there always exists a separating equilibrium in which each §
type of innovator offers a different contract. We begin by finding the contracts §
{(FS, €6), (B, €B)} that are candidates to form a separating equilibrium. This §
can be done by determining the contract offered by low-quality innovators, §
and then analysing the conditions that must be satisfied by the contract of the |
owner of a high-quality innovation. The following result characterizes the
only contract (FB, €8) that can form a part of a separating equilibrium.

Result. If a sequential separating equilibrium {(FC, £C), (F8, €B)} exists, then: f

FB= FB* =T]Im(cB) —I1m (cO) and eB=¢gb* =0,

Proof. In a separating equilibrium, {(FC, £6), (FB, £8)}, the buyer ‘knows’ that if '
he is offered the contract (F3, €B) then the innovation is of low quality (if we
use a similar notation to that of the main body of the chapter, the beliefs of the §
buyer once (F, €58) has been observed are: q (FB, €8) = 0). If the contract is

other words, (FB, €8) must satisfy the participation constraint of the buyer.
Therefore, any contract ( F3, €8) different from (FB*,0) guarantees the owner a §
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pay-off strictly less than [1m (B) — TIm (0), since (FB*, 0) is the optimal parti-
cipation constraint satisfying contract. Hence the owner is interested in devi-
ating from any different contract. On top of this, since the participation
constraint is satisfied, the contract will be accepted if the seller offers it (inde-
pendently of the beliefs g, since if gwere strictly positive, the agent is even more
interested in accepting), and so (F*, 0) is the only possible separating equilib-
rium contract. QED.

The conditions that the contract (FG, £6) must satisfy in order to form a part
of a separating equilibrium are the following. First, the participation condition
(wheng=1):

I17 (6 + €6) — Fo 2 [Im (c0). (5.A1)

Secondly, in order that {(FC, €6), (FB*, 0)} be a separating equilibrium, it is
necessary that the bad-quality innovator is not interested in passing himself
off as a good-quality innovator:

FG + €G Dm(cB+ €6) < FB*, (5.A2)

Finally, in order that the owner of a good-quality innovation is not inter-
ested in offering the contract (F8*,0), it is necessary that:

FS + £G D (G + £6) 2 FP, (5.A3)

There are many contracts (FG, €C) that satisfy the system of equations
(5.A1)-(5.A3). This means that there are many contracts that signal good qual-
ity. As always, we shall only consider the best of these contracts: the seller will
choose that contract that maximizes his profits. This is the same as applying
the intuitive criterion (the logic is the following: in order for some other con-
tract, different from the C that maximizes profits under (5.A1)-(5.A3), to form
a part of a separating equilibrium, it must be that the buyer has beliefs such
that g (C) < 1 once Cis observed; but this is not ‘reasonable’ since Cis a con-
tract that the seller would only be interested in offering if he is type G). Hence
the candidate contract (FG, €G) must be the solution to the following problem
[ PM]:

Max {F+&Dm(cC+e)}

(F.€)
[PM] st. F<IIm(cG+¢g)-TIIm(c0)
F<FB*_g Dm(cB+¢)

0£e<O-cC

(5.A1)
(5.A2)

(we can forget about condition (5.A3) since we are maximizing along the left-
hand side of the expression; since in particular a contract in which F¢ = F5*
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and G = 0 satisfies all the restrictions, including (5.A3), which binds, we can be

sure that the solution to the problem [ PM] also satisfies (5.A3) ). The following ;
result shows that the seller of good quality will always be interested in sig- |
nalling, and he will do so by offering a contract that includes a greater royalty §

payment than the optimal symmetric information contract.

Result. There exists a separating equilibrium in licensing contracts {(FG, €6), .j
(FB, £8)} such that the intuitive criterion is satisfied. This contract will take the :

following form:

FG< FB=FB* and eG>eB=gB*=.

Proof. For sufficiently small values of €, the active restriction of problem [PM] ii
is (5.A2). In fact (5.A2) implies (5.A1) close to € = 0. In order to prove the }

result, all that is needed is to show that the solution to the problem:

Max {F+eDm(5+¢)}
(F€)
s.t.  F<IIm(cB)—€ Dm(cB+¢g) —IIm(cO)

is some € > 0. This is easy to see since the restriction will bind, and simply sub-

stituting Finto the objective function gives the result. Q.ED. §
Figure 5.7 shows the intuition behind the proof of the above result. At the

point (FB*,0), the slopes to the iso-profit curves of the two seller types are such §

that any deviation to a contract situated in the shaded zone will signal that the §
innovation is of good quality. All the contracts in this zone are based on royalty:

payments and they give the owner of a good innovation a profit greater than §
FB*. On top of this, these contracts will be accepted by the monopolist wheti
the buyer is sure that he is buying a good-quality innovation. .

F |

MY%Ee) =™ (")

Isoprofit curves when the
laboratory owns a bad innovation

Isoprofit curves when the
laboratory owns a
good innovation

> £

Fig. 5.7
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The explication of the result is the following. The quantity sold in the mar-
ket is greater if production is based on good innovations. Therefore, their
owners receive greater profits through royalty payments than if the innovation
were of bad quality, while the fixed payment does not distinguish between the
two types of innovations. In order to signal quality, royalty payments must be
used.

The analysis of pooling contracts in this framework is rather more complic-
ated, and does not add anything interesting to the analysis. In general, pooling
equilibria that satisfy the intuitive criterion do not exist, or in other words it is
not possible that the two sellers choose, in equilibrium, the same contract. In
Macho-Stadler and Pérez-Castrillo (1991¢) it is shown that a sufficient con-
dition for this is D" (¢) < 0.

5B.3 Debt level as a signal of the value of a firm!>

Modigliani and Miller (1958) proved a classic theorem in finance: a firm’s
choice of financial structure does not alter its value. This theorem, however, is
untrue under asymmetric information. We will consider a simple model that
allows us to explain the fact that the value of a firm is directly related to the debt
level contracted.

The manager of the firm knows the true value of the earnings distribution,
but investors do not have this information. Assume that the earnings x of a
type-k firm in period t = 1 (when these earnings are realized) are uniformly
distributed in the interval [0, k], or in other words, f(x) = 1/kand F (x) = x/k
for x € [0, k]. Only the manager knows the value of k. The manager chooses a
debt level D that maximizes the weighted sum of the market value of the firm
in the periods = 0and ¢t= 1, but a fine of L must be paid if the firm goes bank-
rupt (when the final value of the firm is less than the debt level D). Let V,, (D)
be the value of the shares at time ¢ = 0 if the debt level is D. At t = 1, the true
value of the firm becomes known (for simplicity). The manager’s objective
function is:

k D

UD)=(1-9) Vy (D) +7 J xidx+J (x——L)%dx
D 0

15" As we have seen in application 3, Ch. 3, in financial markets information is fundamental. For
this reason, the effects of asymmetric information have been well studied in these markets. Harris and
Raviv (1991) present a good literature review of models that study this type of problem. The applica-
tion that we present is based on Ross (1977). Exercise 7, inspired by Myers and Majluf (1984),is an il-
lustration of the consequences of the difficulty of firms to signal their true situation.
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where the parameter 7 is the relative weight of the value of the firm in the ,
second period. Solving the integrals gives: 1

LD> .

UD)=(1-7) V, (D)+y<k !

If the information were symmetric, the manager would choose D=0. To see L
this, note that the expected value of the firm in period t=01is V, (D) = ;
which is a constant known by the investors (that is, the debt level says nothmg
new about the value of the firm). To maximize U (D) is to minimize D, since it ]
is subtracted in the second term. f

If the investors do not have information on k, and if they observe the 0p- 9
timal symmetric information debt level of D = 0, then they do not know if the
firm is a good type or a bad type, from which the value V; (0) will be less than
the true value for firms with a high k. These firms would like to be able to some- -
how signal their type. The debt level is one way to do this. To see why, note that ;
in the expression for U (D), the cost of issuing debt is lower the greater is k, '_
which is a necessary condition for debt to signal k. Does a separating equilib- ;§
rium, in which the debt level signals the firm’s value in period ¢ = 0, exist? We i
shall study the situation in which only two types of firm are possible, wit
values kG and kB, kG > kB. .

We already know that in a separating equilibrium the bad type of firm, that
is, that type which no one wants to admit to being, will behave in the same way |
as in symmetric information. In the case at hand, this property assures that the
debt level that a type- B firm chooses is D8 = 0. The utility of the managers of 3 §
firm with value kB is:

K

KK
U(D=0)=(1-v) "'+Y"" DR '
since by observing D = 0 in the first period, the investors correctly deduce that 4
the value of the firm is k2. In order for a debt level of DG to be a signal of the
value of a type-G firm, it must be some level that would never be chosen by the !
manager of a firm whose value is k3, since this manager would earn more using :
DB, and yet it must be the preferred choice for the manager of a firm whose §
value is kS. In other words, the following two conditions must be satisfied: 1

k© ¥ LD% kB

(1- Y)“‘+ <2 kB>S7’
k¢ k¢ LD K ke
(1-7v) +y(2 IS >2(1—y)7+77.
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These equations can be written as:

(I_Y) (kG_kB) kB, (I_Y) (kG_kB) kG
Y 2L ¥ 2L

DGe

The preceding equation says that if the debt level is high, it can be interpreted
by the investors as a signal that the firm has a high value. The reason why is that
only in the case of a firm with a high value would the managers risk being fined
in the next period, since the probability of the fine is small. The expected cost
for the managers is greater the worse is the firm. Finally, we note that the min-
imum debt level needed to signal increases with the difference between the
possible values of the firms, kG— kB, and it decreases with the fine Lincluded in
the manager’s contract in case of bankruptcy.

Exercises

Exercise 1. Assume that in the market there exist two types of worker, dif-
ferentiated by their productivity. Type-kS workers have productivity k = 2,
while the productivity of the type-8 workers is k = 1. The cost of achieving a
given level of education is greater for type-kBworkers than for type kG workers.
In particular, the cost of eunits of education for a type-k worker is ¢ (¢; k) = e/k.
The utility function of a type-kindividualis U(w, k) = w- c (& k).

(a) Does a worker’s education level influence his productivity? What would
be the optimal education level if firms had the same information as workers as
to the value of K2

Now assume that a worker’s productivity is not observable by firms, but
that the education level is. Furthermore, assume that firms believe that educa-
tion greater than or equal to a certain level €€ is a signal of high productivity,
while education less than this level signals low productivity. Hence firms offer
wages according to w(e) =2if e>eCand w(e) = 1 if e< 0.

(b) Given these wages, calculate the level of education that each type of
agent will choose.

(¢) Find the necessary condition on €9 so that education is an effective signal
of productivity.

(d) Prove that, for the values of €0 found in (c), the beliefs of the firms in
equilibrium are coherent.

(e) Discuss your results.
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Exercise 2.16 Consider a market in which a homogeneous good is sold, and in
which the demand function is p = 18 — Q, where Qis the quantity offered by the
firm(s). The market exists during two periods. In the first period, there is only 1
one established firm, firm 1, and so it is in a monopoly position. Firm 1’s pro-

duction costs are either CS (q) = 0, or CB (q) = 6 g. In the second period there

is a second competitor, firm 2, that must decide whether or not to enter the _
market. Firm 2’s production costs are C¢ (g) = 3 g, but this firm must also pay ]
a fixed cost of 20 if it decides to enter the market. If the decision is to enter, then
the two firms compete in the second period in Cournot fashion. The discount §
rate is 1, or in other words, firm 1 maximizes the sum of profits from the two

periods.

(a) Assume that everyone knows the costs of the established firm. Calculate
the quantity decisions of firm 1, g &, g B (in function of marginal cost) when 3
this firm is in a monopoly position, and the decisions g4 q P4, $? and g5 of
firms 1 and 2 respectively when they are in a duopoly situation. Also, calculate §

the profits HlGd, Hfd, I"IzGd and l'[fd. Will firm 2 enter in the second period?

(b) If the costs of firm 1 are unknown to firm 2, show that the above decis
sions are no longer reasonable, since firm 1 has incentives to make firm 2 be-
lieve that it is type G independently if this is true or not (that is, no separating 7
equilibrium exists in which each type behaves as if the information were sym—,vi

metric).

(¢) Show that a situation in which the production decisions in the first fj
period for each type of firm are g¢ = 12 and ¥ = 6 is a separating equilibrium. 2
Determine the beliefs of the entrant as to firm 1’s type when firm 1’s decision

i59=7,9=8,4=9,9=10,0rg=11.

(d) Assume that the probability that firm 1 is type Gis 1/2. Would a situation

in which both types of firm decide g, = 9 be a pooling equilibrium?

(e) Would the situation of (d) be a pooling equilibrium if the probability

that firm 1 is type G were 9/10?

Exercise 3. The soft drinks firm Lemonade wants to place a new refreshment
on the market. The quality of this refreshment may be good or bad. There will 1
be either many or few consumers who will drink the new refreshment fre- |
quently (thus making the new product either a success or a failure), depending }
on whether it is of good or bad quality, something that can be tested with one §
initial consumption. Lemonade can advertise its product (not informative 3
advertising, but rather brand advertising not related to the product). Of course }
advertising implies a cost to the firm. Discuss carefully (and formally if you

16 This exercise presents a numerical example that shows how prices can reveal information as to
the production costs of existing firms to the potential entrants. It is a study, developed by Mllgrom 3

and Roberts (1982), pioneered in the signalling literature.

220

Signalling

can) the value of advertising as a signal of good quality, even though it does not
have a direct influence on the product’s quality. What condition would have to
hold for the advertising to effectively identify a good-quality drink?

Exercise 4. Once upon a time, King Solomon was visited by two women each
claiming to be the mother of a certain child. It was very difficult to prove who
was the real mother. King Solomon told the women that the child would be cut
in half in order to give half to each woman. Given this possibility, one of the
two women agreed while the other did not, preferring that the child be cared
for by the other rather than being killed. The wise King Solomon recognized
that the second woman was the real mother, and gave her custody of the child.

(a) In the above situation, one of the participants did not act in a rational
manner. Who?

(b) Even though the final result was satisfactory, this does not seem to be a
very convincing way of judging motherhood. In fact, if it were a good method,
it would be used today in custody trials. Why is it not used?

Exercise 5. Consider the relationship between the producer of a good and the
retailer who sells it. The producer has constant marginal cost ¢. The demand is
q = D — p, where q is the quantity sold, p is the price, and D is the demand
volume, which can take two values, D € {DG, DB}, with DG > DB, Denote by
T(q) = a+ b g the franchise contract that the producer offers the retailer.

(a) Calculate the optimal production decision g, the price and the retailer’s
profits Il given the contract T(qg).

(b) If both the producer and the retailer know the demand situation, what is
the optimal franchise contract for the producer to offer?

(¢) Sometimes the producer has more information than the retailer as to the
true demand conditions. Assume, for example, that the producer knows the
demand parameter D, D € {DG, DB}, while the retailer will not know this para-
meter until after the contract has been signed (although before the production
decision is taken). Show that, in this case, the producer has incentives to make
out that the demand is good, whether this is true or not.

(d) What type of behaviour by the producer could ‘convince’ (signal) to the
retailer that the demand is good when this is in fact true.

(e) Let’s search for a separating equilibrium {(aG, bG), (aB, bB)} in this frame-
work. Write down the incentive compatibility constraints for each type of
producer to effectively be interested in offering only that contract that cor-
responds to his type. Summing these restrictions, show which type of pro-
ducer would ask for a greater variable payment b, and which type would ask for
a greater fixed payment a.
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(f) Argue (or prove analytically) why it must be true that (a3, b8) = (a8*, bB*) '
in a separating equilibrium.
(8)* We know that in order for (a6, bS) to form a part of a separating equi-
librium it must be true that the retailer does not earn negative profits when he
believes that the demand is good, and that the producer does not have incent-
ives to offer this contract when the demand is bad. Show that the contract pair
{(aC, b6), (aB*, bP*)}, in which (a6, bG) saturates the above two conditions, is a
separating equilibrium. Give the intuition as to why this contract pair is the
only separating equilibrium that satisfies the intuitive criterion.

Exercise 6. When, in 1992, the International Olympic Committee chose ;
Sydney as the host city for the Olympic games of the year 2000, a large part of
the investments required for the games had already been carried out. This is
common practice among cities that are candidates to host the Olympic Games
(although on a somewhat smaller scale, a similar phenomenon occurred in |
Barcelona). In principle, there is no economic reason why a city should carry
out such investments before being chosen as the host city, since there is enough '
time for construction after being chosen, while these investments constitute a
large loss if the city is not chosen because a large part of the work carried out is %
only useful should the city be chosen. Think about this phenomenon in the | L
context of the intuition developed in this chapter, and find an explanation for it, |

Exercise 7. (a) Consider a firm whose shares are worth G = 160. The firm has
the chance to carry out a project valued at 120 (net) by issuing new shares, the
objective of which is to collect 100 (the liquidity required to carry out the §
project). The managers maximize the profits of the (current) shareholders of
the firm. Therefore, they will sell the shares at a fair price. Show that in order to §
get 100, the managers will have to give a fraction BG = 5/14 of the firm to the
new shareholders. Calculate the final value of the shares of the original share- |
holders. 4

(b) Now assume that the value of the firm is B= 80. What fraction 38 of the
firm must be sold to the new investors so that they agree to invest 100? Why is f’
38> BG? What is the final value of the shares of the original shareholders? 3

(c) What would be the value of the shares of the original shareholders after
the sale of a fraction BB of the firm in exchange for an investment of 100 when
the shares were really worth G = 160?

(d) In actual fact, in this market the only ones who really know the value of §
the shares of the firm are the managers. Only they know whether the firm is §
worth 160 or 80. Assume that, after investing in the project, everyone knows §
the final value of the firm. The managers take the decision to invest in the
project or not with the objective of maximizing the value of the original shares
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(since the managers have a responsibility to the original shareholders). Show
that a situation in which a fraction 3G of the firm is sold when the managers de-
clare the value to be 160, and a fraction B is sold when the managers declare
the value to be 80 cannot be an equilibrium.

(e) Show that a separating equilibrium exists in which the firm carries out
the investment when it is type B, offering a fraction B8 of the shares, while if the
value of the firm is g= 160, the managers prefer not to invest in the new project.

Exercise 8. A seller and a buyer enter into a relationship to transact a good.
The good may or may not break. If it doesn’t break, its monetary value to the
buyer is b;, while if it breaks, it is only worth b, to the buyer. The probability
that the good will break depends on its quality. If it is of good quality, the prob-
ability of breakage is ¢, while if it is of bad quality the breakage probability is
g% > qC. Assume that the seller is risk-neutral and that the buyer is risk-averse.
The seller proposes a contract that includes the price p at which the good is to
be sold and a guarantee g, which is the amount that the seller must pay the
buyer should the good break. The utility of the buyer is u (b, — p) if the good
does not break, and u (b, — p + g) if it does, where 4" < 0. The buyer will buy so
long as his expected utility is greater than or equal to u (0).

(a) Calculate the optimal contract for each quality for the case of symmetric
information on quality.

(b) Calculate the optimal contracts if the seller knows the quality but the
buyer doesn’t. Does the contract signal quality? Explain why, or why not.

Exercise 9. Consider the same framework as Exercise 8, but now the buyer is
risk-neutral, with utility function u (x) = x, while the seller is risk-averse, with
von Neumann-Morgenstern utility function B (.), with B" <0.

(a) Calculate the optimal contract according to quality if the information is
symmetric.

(b) Are the symmetric information contracts adequate when only the seller
knows the quality of the good? Explain why, or why not.

(¢) Provide an intuitive description of what a seller could do to signal that
the good he is selling has low breakdown probability. Is it useful to offer a guar-
antee?

(d) When a seller offers a guarantee, he needs to increase the price of the
good in order to compensate the possible indemnity should the good break.
Show analytically that the price rise required for an increase in guarantee on a
low-quality good (such that the seller’s utility is constant) is greater than that
required for a high-quality good. Given this observation, consider the
existence of a separating equilibrium and describe its characteristics.

223




Signalling

Exercise 10. Consider the framework analysed in Section 5 of this chapter;
The principal has private information relevant to the type of job being offered
to the agent. Either the job is easy and productivity is low, or the job is arduous
although productivity is high. Let g stand for the agent’s prior probability that
the job is easy.

(a) In the wage/effort space (see, for example, Figure 5.4), depict the parti-
cipation constraint when the agent knows the type of the principal, and when
he does not know it. Identify a point (w, €) candidate to be a pooling equilib-
rium, in the sense that it satisfies the agent’s participation constraint given thé
probability g that the job is easy.

(b) Depict the isoprofit curves that pass through (w, e) for a type-1 principal
and for a type-k principal. Identify the contracts that a type-1 principal prefer§
to (w, e), while they give less profits to a type-k principal.

(¢) Explain why (w, ) cannot constitute a pooling equilibrium satisfying th
intuitive criterion.

5C Advanced Themes

5C.1 Equilibrium refinements

As we have seen, both in the main body of the chapter and in the applicatio
and exercises, in signalling problems there are often many equilibria. Even
we apply classic refinement techniques like subgame perfection, sequentis
equilibrium, or Bayesian equilibrium, there are still many equilibria. The main:
reason behind the many equilibria is that the signal space is normally large
than the type space (we have seen examples with two types of agent and a con
tinuum of possible messages). This means that there are many signals that will §
never be sent. Neither Nash equilibrium nor the above refinements impose an
restrictions on the beliefs of the players for these messages.
Could some of the equilibria be preferred? This is the objective of the differ
ent refinements that have been proposed, which can, in general, be related to: 3
the concept of stability of Kohlberg and Mertens (1986).17 Throughout the ;
chapter we have been using the intuitive criterion idea (Cho and Kreps, 1987)
to choose the most ‘reasonable’ equilibrium from those possible. The idea be- |
hind the intuitive criterion is the following. Consider an equilibrium. If a type“f* 9
t’ leader!8 obtains less utility by sending a message m than by sending thc

17 See Van Damme (1991) for a detailed and careful revision of several refinements. 4
18 As for complementary material 1, we call the player who moves first (the player with private in*
formation) the leader.
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equilibrium message m* (t') for any optimal follower response, and if there is
some other leader type t for which the message m is more profitable than
m* (1), then the follower’s beliefs should attach zero probability to the event of
the leader being type t' if message m is observed.

Within the same idea, Cho and Kreps (1987) and Banks and Sobel (1987)
propose other, somewhat more demanding criteria, that the equilibrium
should satisfy. We shall briefly comment on two of these: the ‘D1’ criterion and
the ‘universal divinity’ or ‘D2’ criteria. The D1 criteria demands the following.
If, for all possible follower (mixed-strategy) best responses for which a type-#
leader weakly prefers to send message m instead of message m* (¢'), it turns out
that a type-t leader strictly prefers message m to m* (¢), then the follower
should attach zero probability to the event that the leader is type ¢’ when mes-
sage m is observed. The intuition behind this refinement is that, since a type-t
leader always finds message m to be strictly more profitable in all instances
when a type-t' leader finds this message to be weakly more profitable, it is more
‘normal’ to think that if someone has deviated from equilibrium it was a type-
tleader, and so the probability that it was a type ¢’ should be zero.

The universal divinity criterion imposes basically the same as the D1 crite-
rion, but it is rather more restrictive. It requires that zero probability be at-
tached to the event that the person sending message m out of equilibrium be
type t' if, for any (mixed-strategy) best response for which this type has greater
or equal utility than that corresponding to m* (¢'), we can find some other type
t (not necessarily the same one for all responses) that strictly prefers m to
m* (t). We should point out that the above criteria select the same equilibria for
a wide set of problems. In particular, whenever the intuitive criterion selects a
unique equilibrium, the other criteria will give the same answer, since they are
more demanding, and there always exists an equilibrium that satisfies them.

In most of the cases we have studied, we achieve uniqueness by applying the
intuitive criterion. This is related to the assumption that in our models there
are only two types of agents. However, in general there may still be many equi-
libria after applying this refinement. This is the case when applied to more
than two types. Consider for example that there are three types of agents (Cho
and Kreps, 1987). In this situation, in addition to full pooling equilibria and
full separating equilibria, there can also exist semi-pooling equilibria.
Consider the equilibrium outcome in which types 1 and 2 pool at a certain ed-
ucation level (say eP) and type 3 is screened at educational level e; > ef. To break
the pool, type 2 needs to offer an educational level e so that type 1 would never
do so in preference to the equilibrium. But since the principals could respond
as if this out-of-equilibrium signal came from type 3, they could offer a salary
of 3e (this salary is a best response if the principals believe that it is indeed a
type-3 agent who deviates). The educational level needed to be sure that a
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t)'fpe-l agent does not deviate is quite high (there are beliefs for which the de- §
viation is very profitable). At this high level of effort, a type-2 agent that devi-
ates can be sure to get a wage of 2e or more. But this will not guarantee that he
gets more from the defection than what he gets from the equilibrium.
Therefore, the equilibrium satisfies the intuitive criterion. However, it fails
to satisfy other criteria, such as the D1 criterion. The reason is that, in order to
satisfy the D1 criterion, the beliefs associated with any deviation e > P should
attach zero probability to the event that the agent is of type 1, because for any
response (wage) that a type-1 agent would prefer to the equilibrium, the i
type-2 agent would strictly prefer. Therefore, the type-2 agent does not need to 4
offer a very high effort in order to be assured of a wage appropriate to his type,
Also more restrictive than the intuitive criterion is the perfect sequential 1§
equilibrium, suggested by Grossman and Perry (1986) (a very similar idea was
proposed by Farrell, 1984). Its objective is to extend the idea of backward in-
duction to games with asymmetric information. To do this, they define a
‘meta-strategy’ to be a function that assigns, to each information-set and each
belief possible, the action that the player will carry out. Imagine an equilib
rium supported by certain beliefs in which each type of leader sends a message.
Consider what would happen if the follower observes an out-of-equilibrium -
message m, or in other words, a message that is not compatible with the beliefs
that support an equilibrium in which no leader type is interested in sending
the message m. When m is observed, the follower carries out the followin,
logic. First, he throws out his equilibrium beliefs, and for any belief [ possible,
he calculates his best response (that indicated by the meta-strategy) associated ]
with mand . He then considers the types of leader that earn more with this re
sponse than in equilibrium. In order for the initial equilibrium to be sequen
tially perfect, it cannot occur that the set of leaders that find the deviation |
profitable be a support of the new beliefs 1 (that is, these are the types for
which 1 attaches positive probability). If this were the case, the original equi- 1
librium beliefs given m would not be ‘consisten?. Therefore, the consistency
(which is the base of the definition of perfect sequential equilibrium) is, fun- 3
damentally, a fixed-point argument. The problem with this refinement is that
it does not always exist. For this reason, the authors recommend that it be used 3
to refine the set of equilibria that satisfy the intuitive criterion, when this set §
has several elements.

5C.2 Cheap-talk games

In Section 2 of this chapter, we noted that in order for a decision to be a signal, it
must involve some cost. Moreover, there are games with signalling possibilities, §

226

Signalling

but in which the signals have no associated cost. These types of game are
known as cheap-talk games (see Crawford and Sobel, 1982), and they have the
following characteristics: (1) the signals have no associated cost, (2) the signals
are not binding, that is, the player who sends the signal has no obligation to
fulfil what he announces, and (3) the content of the signal is not verifiable.

In order to understand the type of situation in which cheap-talk can be use-
ful, reconsider the situation analysed by Spence. There, cheap-talk would con-
sist of, for example, all candidates for a job announcing that they are ‘high
productivity’. But this message will not be believed by the firms, and hence will
not change the result of the game. Why is cheap-talk useless in Spence’s game?
The reason why is that all types of worker have the same preferences with re-
spect to wages.

In situations in which the preferences of the informed player with respect to
the uninformed player’s action depend on his characteristic, initial cheap-talk
may be valuable. The conditions that must be satisfied for this to occur are,
first, that different types of agent have different preferences over the decisions
of the uninformed player, and, second, that the preferences of the uninformed
player are not completely opposed to those of the informed player, i.e. there is
not total conflict of interests. These characteristics guarantee us that sharing
information makes available better potential agreements, but it also has stra-
tegic effects, so revealing all the information is not the most advantageous
behaviour.

The time-line of a game with simple cheap-talk is similar to that of a sig-
nalling game. Therefore, the solution concept that is applied is also that of per-
fect Bayesian equilibrium, One important difference with the signalling games
that we have studied is that in cheap-talk games we can always get pooling
equilibria in which the uninformed player ignores all messages and the best
response of the player with private information is to pool (since the messages
do not have a direct effect on the utility function of the player who sends
them). However, these are not the only equilibria of the game.

Crawford and Sobel (1982) show that the set of equilibria of these games is
rather peculiar. Although the sender’s choice is not restricted a priori, in equi-
librium he partitions the support of the probability distribution of the variable
that represents his private information, and reports which element of the
partition his observation actually lies in. Even though several equilibria exist,
these authors argue that the most reasonable one is that with the greatest num-
ber of elements in the partition, since this equilibrium is Pareto—superior to
the rest. The more similar are the preferences of the players, the more inform-
ative is the signal sent in equilibrium.

An application of cheap-talk games that allows us to explain the value of
certain announcements of the monetary authorities is given in Stein (1989).
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5C.3 Optimal design of mechanisms in signalling
models

In this chapter we have studied signalling models in which, either an agent
with private information chooses an action before entering into a relation-
ship with a principal, or a principal with private information proposes a con-
tract knowing that the terms of the contract can signal the information. Thi{
framework seems to be valid for certain contexts. For example, in the model of
Milgrom and Roberts (1986) that we studied in application 1, the firm chooses 3
a price for the product, and this ‘contract’ with the consumer is the only mes::
sage that can be sent, since the product is singular. In the same way, the deb;~
level chosen by the managers of a firm is a message that is judged’ by the mar-
ket (Ross, 1977, or application 3 of this chapter). However, there are man y
other frameworks in which the mechanisms that the principal may use ar
richer that what we have allowed.1? :

The principal can pose a game in the following way: first, she proposes

mechanism that determines the final offer to the agent according to the actio
chosen by both; secondly, the agent accepts or rejects the proposed mechan
ism; thirdly, if the agent has accepted the mechanism, both participants pla
out the game. We first note that, as for the information revealing mechanismg,
designed by the uninformed party, it is possible to show that those designed by §
the informed party can be restricted to the space of the true characteristics. In, |
other words, they are direct revealing mechanisms. If only the principal ha;
private information, the mechanism consists in offering a menu of contracts.
If the agent accepts the menu, the principal will then choose which will be use
for the relationship by announcing her true characteristic. In the model that
we have used in Section 5 of this chapter, this amounted to the following game
first, the principal chooses a menu {(w, el), (wk, ek)}; secondly, the agen!
accepts or rejects the contract menu; and, finally, if the agent has accepted, th
principal announces her type by signing the contract (w1, e!) if she declare
herself to by type 1, or (wk, et) if she is type k.

In order to see the new possibilities that are opened when an informed prin
cipal offers a contract menu (one contract for each type of principal) instead
of one single contract, it is useful to refer to Maskin and Tirole (1990). These 1
authors studied the case in which the expected utility of the agent depends
only on the principal’s behaviour, and not on her information. It is a situation
of private values, in which if we consider the principal’s behaviour to be fixed,

.19 M-askin anc! Tirole (1990, 1992) studied the optimal mechanisms for the principal when she has
private information, (Myerson (1983} analyses information revelation through the contracts using
techniques of co-operative and non-cooperative game theory). ;
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her private information is not an argument of the agent’s utility function, nor
of the probabilities that the agent assigns to the variables in his utility function.
To this signalling problem, Maskin and Tirole add a problem of adverse selec-
tion, since the agent also has private information. The menu will lead to self-
selection of both principal and agent in the third stage. The mechanism
proposed by the principal will be a ‘matrix’ of contracts, from which the prin-
cipal selects a row when she declares her type, and the agent selects a column,
thereby obtaining the contract that will be used in the relationship. In this case,
the principal can, in general, obtain strictly greater profits than those obtained
under symmetric information as to her type (that is, in pure adverse selection).
The reason for this result is that, given that the agent accepts the expected con-
tract (without knowing the type of principal that is offering it), the participa-
tion and incentive compatibility conditions are only satisfied in expected value
terms, which gives the principal greater room for movement. For example, if
for a type-k principal the participation constraint is very costly (the associated
Lagrange multiplier is very high) while the incentive compatibility constraint
is not so costly, and if the opposite occurs for a type-k principal, then these two
types can agree to the following ‘exchange’; the type k principal can relax the
participation constraint a bit in exchange for restricting the incentive com-
patibility constraint a bit more, in order that the type k'-principal can relax the
incentive compatibility condition in exchange for not binding the participa-
tion condition.

Maskin and Tirole (1992) also studied the revelation mechanisms for sig-
nalling problems with common values, which is to say, problems in which the
principal’s private information is an argument that appears in the agent’s
objective function. In order to see what changes when a revealing contract
menu is offered in a signalling game, following Spence’s (1973) education
model, we can think of the agent choosing both his educational level and the
contract offered by the firm. In the framework of this chapter we assumed that
each worker, given his education, is offered a different contract. However, a
mechanism now includes an educational level and a wage for each type of
worker. The worker makes clear in the mechanism, not only the contract that
he will finally accept, but also that which he would accept were he of some
other type, thereby assuring the firm of sufficient profits independent of the
worker’s type. The firm does not need to maintain beliefs over the contracts
that are not offered, but only needs to calculate which contract from the menu
will be chosen by each worker type. This guarantees that, in equilibrium, the
decision of a good type will be the minimum separating level of education
(without turning to refinements). Maskin and Tirole (1992) show that the
optimal mechanisms are those allocations that satisfy the incentive com-
patibility condition of the principals, and that Pareto-dominate the RSW
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allocations (Rothschild-Stiglitz—Wilson) with respect to reservation utility

(a RSW allocation with respect to reservation utility maximizes the pay-o
to each type of principal within the class of allocations that satisfy the incent

lve.tl Fo;npatibility conditions and that guarantee the agent his reservation
utility).

:
B
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CONCAVITY AND OPTIMIZATION

This appendix is to very briefly cover the necessary and sufficient conditions
of a constrained optimization problem. There are several texts that study the
theory of concavity and optimization in detail. The book by Madden (1986)
is clear and intuitive, while those by Luenberger (1984) and Sydsaeter and
Hammond (1995) are also useful.

Definition A.1. A set D C R is convex if:
Ax+(1-A)ye D forallAe [0,1],x,y€ D.

Definition A.2. Let D C R" be a convex set.
(1) The function f D—— R is concave if:

fAx+ (- p2Af(x)+(1-A)f(y) forallAe [0,1],x ye D.
(2) fis strictly concave if:
fAx+ Q- N>Af(x)+(Q-A)f(y) forallhe (0,1),x,y€ D, x#y.

Proposition A.1. Let D C Rrbe a convex set and £ D—R.
(a) If fis concave, then fis continuous.
(b1) Assume that fis CL! Then, fis concave if and only if:

f(x)+ (x=—x9f (x)2f(x) forallx,x*e D.
(b2) Assume that fis Cl. Then, fis strictly concave if and only if:
F(x + (x=x%) f (x> f(x) forall x, x*e D, x# x*

(c1) Assume that fis C2. Then, fis concave if and only if f* (x) is negative
semi-definite for all xe D.2

(c2) Assume that fis C2. Then, if f” (x) is negative definite for all xe D, it
is also true that fis strictly concave.

1 A function £ D—> Ris Ciif it is continuous and differentiable i times, and these i derivatives
are continuous.

2 A matrix M of dimension n X n is negative semi-definite if zT A z< 0, for all ze R™ M is negat-
ive semi-definite if and only if the kth order principal minors, k= 1, ..., n, have sign (~1)¥ or are
zero.

A matrix M of dimension n X n is negative definite if zZT A z< 0, for all ze R#, z# 0. If all the kth
order principal minors, k= 1,. .., n, are of sign (~1)k, then M is negative definite.
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Call [PA1] the following unrestricted optimization problem:

[PA1] Max f(x).
xe D

Definition A.3. A global maximum of fon Dis a point x*
D
> f(x), forall xe D. p € Dsuch that f(x*

Proposit?on A.2. Let Dbe an open convex set, and assume that fis a concav;
C! function. Then, x* € D is a global maximum of fon D if and only if £

(x) =0.
Denote by [PA-2] the following problem:

[PA2] Max  f(x) subject to g (x) 20,fori=1,...,m.
xe D

The property of restriction qualification (RQ) is:

(RQ) There exists an x € D for which ¢ (x) >0, foralli=1,. ..,m. &

Finally, denote by L (x, M) the Lagrangean function corresponding to problem '
[PA2], that depends on the problem variables (x) and a new set of variables A

= (AL, ..., Am), one for each constraint, called Lagrange multipliers:
L(xA) =f(x)+ X Mg (x).
i=1

Proposition A.3. Let D be an open convex set, and assume that fand g, i =
1,..., m, are concave functions and that (RQ) is satisfied. Then, x* € Dis the
solution to [PA2] if and only if there exists a vector A* such that the follow- |
ing Kuhn—Tucker conditions are satisfied: ]

(a) L(xA")2L(x,A") forall xe D,
(b) Ai*20 for i=1,...,m,

(c) fori=1,...,m A*g(x*) =0,

(d) fori=1,...,m, g (x*)20.

Comments. (i) If the functions f, ¢, i=1,..., m, are Cl, then condition (a) .

can be replace.d (given proposition A.2) by the first-order conditions of the
Lagrangean with respect to the variables x, k=1, ..., n:

oL of ud og
"’)}_*: * i N - —
axk(x ) o, (x)+i:217t axk(x)_o fork=1,...,n
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(ii) To solve a minimization problem, we need only note that Min f (x) is
equivalent to Max {- f(x)}. On the other hand, if we decide to do it directly,
including fin the Lagrangean function instead of — f, then we can still use the
Kuhn—Tucker conditions, but condition (b) must be transformed into (") A*
<o0fori=1,...,m

(iii) There will always be a solution to [PA2] in any of the following cases:

(iiil) fis strictly concave
(iii2) fis not stationary? and g is strictly concave foralli=1,...,m.
(iv) There exist conditions in terms of the quasi-concavity of the functions

fand g such that a proposition similar to A.3 is satisfied.*

(v) If the set D on which we are maximizing is convex but not open, then
theorem A.2 ensures that if the maximum is located at an interior point of D,
in which case the Kuhn—Tucker conditions (a)—(d) must be satisfied. How-
ever, the maximum may lie on the boundary of D (or it may not exist). If D
is compact (closed and bounded), then there is a maximum in D that either
satisfies the Kuhn—Tucker conditions or is on the boundary of D.

(vi) Define the problem:

[PA3] Max f(x) subject to g (x) =0, fori=1,...,m.
xe D

Let D be open and convex, f concave, (RQ) satisfied, and let x* € D, A* be
such that x* satisfies (a) and g (x*) =0,fori=1,...,m. Then, if g is con-
cave when Ai* 2 0, and g is convex when A* < 0, then it is still true that x* is
the solution to [PA3]. (If gi is linear, we need not worry about the sign of AL)

Definition A.4. A local maximum of fon Dis a point x* € D such that f(x¥)
> f(x), for all x sufficiently close to x*.

Proposition A.4. Let D be an open set,and f D—— Ra function. (a) If,
at the point x*€ D, we have f' (x*) =0 and if f” (x*) is negative definite, then
x* is a local maximum of fon D.

(b) If x* € Dis a local maximum of fon D, then it is true that ' (x*) =0
and f” (x*) is negative semi-definite.

Finally, let’s look at a necessary condition and a sufficient condition for the
local maximums of problems with equality constraints (the constraints are
defined as equalities rather than inequalities).

3 fis not stationary is there does not exist x€ D such that f (x) = 0.
4 ‘We will not explain these conditions, since we do not use quasi-concavity in this book.
Interested readers should consult Madden (1986), in particular theorems 14.3 and 20.1.
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Definition A.5. Let x* be such that g! (x*) =0, ..., g (x*) = 0. We say that k'
x* is a regular point if the gradients of the functions g, . . ., g™, are linearly 3

independent:
o g
ox, (%) ok (x%)
has rank m.
) )
Wiy %
ox, ox,

Proposition A.5 (necessary condition). Assume that fand gl, . . ., gmare Ct |
functions on the convex set D. Let x* be a local maximum for problem [PA3], -
Assume also that x* is a regular point. Then there exists one (and only one
vector A* such that

dL
ox
(that is, x* locally satisfies condition (a) of proposition A.4).

(x*,Ax)=0,fori=1,...,n

Proposition A.6 (sufficient condition). Assume that fand g, ..., g7 are
functions on the convex set D. Let x* be a point such that g! (x*) =0, ...
g™ (x*) = 0 and that satisfies:

oL | .
ax,.(x,?»*)—O,forz—l,...,n

for a some A*. If the Hessian of L (x*, A*) with respect to the variables x is
negative definite, then x* is a local maximum of problem [PA3].

Comment. If the point x* satisfies the Kuhn-Tucker conditions (b)—(d), then
the conditions of proposition A.6 are also sufficient for x* to be a local max- -
imum of [PA2],

Let us consider the following class of maximization problems:

[PA4] Max f(x; o) subjectto g (x; ) 20, fori=1,...
xeD

,moe A

We denote x* (o) and A* (o) the solution and the multipliers of [PA4] _ :
(depending on o, which is a constant in each problem), and V (o) = f(x* (o); ]
o) the value function which associates to o the maximum value of fon D.

Proposition A.7 (Envelop theorem). Let D and A be two sets, convex and
open. Assume that for all & € A it is true that fand g are concave and C? §
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functions, and that [RQ] is verified. Assume also that for any o € A there is
unique solution to [PA4], x* (o) and A (ov) are C1, and V(o) is C? on O.

Then,

§Y7 (o) = % (xMo),fori=1,...,m

where the Lagrangean is evaluated at x= x* (&) and A = A* (a).
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SOLUTIONS TO THE EXERCISES

Chapter 2
B(x—w(x) ) f(xe) dx

Solution to Exercise 1. (a) Max
{e, w(x)}

By

s.t. ]‘cu (w(x)) f(xce)dx—v(e)2U.
x

The first-order conditions with respect to the optimal contract are:
oH
ow (x)
from which A= B’ (x— w0 (x) )/’ (w(x) ), for all xe X. The discussion on
the form of the function wO (x), according to the degree of risk-aversion of the
principal and the agent, is similar to that considered in the text of this chapter.
(b) If the principal is risk-neutral, then we have: w0 (x) = w0 = constant, for
all xe X. Using the participation condition, we arrive at w0 = u-1 (U+ v (e) ).
(¢) Once the wage that must be paid to the agent in order that he exerts an
effort of eis known, the problem that the principal must solve to calculate the
optimal effort is:

(WO (x) )=—f(x€) B (x—wO(x))+AOf(xe) u (w(x))=0,

Max xf(x;e)dx—ut (U+v(e)).

€

S T——
S p——

(x—wO) f(xs e) dx & Max
e
From the first-order condition we have:

xf, (x;€) dx=+v (e) (u1) (U+v(e)),

R

which is the familiar equality between marginal revenue and marginal cost. It
may be that the problem is not concave in effort; the sufficient condition that

ensures a local maximum is:

X foo (5 €) dx—v" (€) (u1) (U+v(e) )~ [v' (a]2 (u)" (U+v(e) ) <O.

Re— it

We know that v" > 0, (#1)' > 0, and (u-1)” > 0. [The reader can check that
(u )" (U+v(e))=—u" (wO)u' (wO)]3, where wO=u1(U+v(e) ). Todoso,
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use the fact that (1) (U+ v (e) ) = 1/u' (w1 (U + v (e) ) )]. Therefore, a
sufficient condition for the above inequality to be satisfied is:

X foe (x5 €) dx<0.

S P—-

The function fmust be concave in the efforts for the highest results. For the dis-
tribution f(xe) =1+ e[x~ (1/2)], the sufficient condition is satisfied trivial-
ly, since f;, (% e) = 0 (it is also a global condition, i.e. it is satisfied at all points,
not just the maximum). Therefore, the first-order condition gives us the max-
imum point, so long as it is interior. The effort e € (0, 1) is a maximum when:

1 ’
[x [ |dx= S
0 2 u (u (Ut v(e)))

(When the level of e that satisfies this equation is less than zero or greater than
one, there cannot be an interior solution, and we have a corner solution, either
e=0ore=1.)

Solution to Exercise 2. (@) Without insurance, an individual gets U= (1 - p)
u(w+ L)+ pu(w).

(b) An insurance contract will include a price and a coverage: (p, g).
(9 Max {p-pq}
P> q
st. (I-plu(w+L-p)+pu(w—p+q)2U.

From the first-order conditions of this problem we can deduce that the parti-
cipation constraint binds and

1 _ (1-p)u (w+L—p)+pu’(w—p+q)<:>l—p _(d-p)u (w+L-p)
p pu(w-p+gq p pu (w-p+q)

from which ' (w+ L-p) = u' (w—p + q) and therefore L = gsince u” #0 (i.e.
the individual completely insures). The price is determined by the participa-
tion constraint: u (w+ L—p) = U= (1-p) u(w+ L) + p u (w), from which
p =w+ L—u1 (U). The insurance company’s profits are strictly positive, since
p-pLl=wt+Ll-ut'(U)-pL>0u(w+(1-p)L)>U=(1-p)u(w+1L)
+ p u (w), which is true whenever the individual is risk-averse.

(d) If the agent were risk-neutral, his participation constraint is w — p
+(1-p) L+ pg2w+ (1-p) L& pq-p 0. Since the company will only in-
sureif p 2 p g, we have that p = p gin this case. Both the company and the indi-
vidual are indifferent to the amount of coverage. The company will earn zero
profits: there is no way to earn money by insuring risk-neutral individuals.
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(e) The payment p must be compatible with the zero profit condition, that
is written p = p L, since it is always optimal that g = L.
5 Max {(1-p)B(p)+pB(p-q)}
P-4

st. 1-p)u(w+L-p)+pu(w—-p+q2U
Solving this gives us the expression that indicates an optimal risk distribu-
tion:
B (p) _ u (w+L-p)
B(p-q9 u(w-p+q)
In order to see that full insurance is not optimal, note that if we take g = L, the

above formula would become: B’ (p)/B' (p — L) = 1, which is impossible if
B"<0and L>0.

Solution to Exercise 3. (a) When the principal is risk-neutral and the agent is
risk-averse, the wage is independent of the result and is given by equation
(2.5), while equation (2.8) is written as ps’ (€0) [xs— xz] = (u1)" (U + v () )
V' (€9). If the principal is risk-averse and the agent is risk-neutral, then equa-
tion (2.6) gives the optimal contract, and the necessary condition for optimal
effort (2.11) is written: pg' (€9) [x5— xz] = V' (€0).

(b) The sufficient condition for this effort to be a local maximum, (2.10), is:
Ps” (€9) [xg— xp] < xp, which means that py” (e©) < 0. Besides this, in this case a
sufficient condition for the problem to be concave in effort is ps” (e) <0 for
all e. This is a classic condition of decreasing returns to scale. The condition has
a simple interpretation since we have only two possible results, success and
failure.

k
Solution to Exercise 4. Max 2 pi(n) [x;—w;(n)]
tw, (Whizy o

k
s.t. z,pi(n)u(w,-(n))—CZI_J,

where n is the number of workers that the firm contracts. From the first-order
conditions, we get that w, (n) = w, (n) = ... = w; (n). From the participation
constraint, which binds, the wage can be calculated as w= u-! (u (s) + ¢).

(b) In the above contract, the employed workers receive the same wage
whichever result occurs, independently of the number of workers contracted,
and they even receive the same utility whether they are employed or not. The
firm not only buys their labour, but it also insures them (completely) against
the randomness of the result.
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k
(o) ng Epi(n) x;—nut(u(s)+c).

second-order condition is Z;k, p," (n) x,< 0.

Differentiating the first-order condition with respect to 7 and s we get that
the employment level decreases with the unemployment benefit:

From the first-order condition we get X, K, p/ (n) x;= u-! (u (s) + ¢). The

k
_ZP,'" (n) x;dn— () (u(s) + o) v/ (s)ds = O@gd—n
i=1 S

(W) (u(s)+) v (s)
= - <.
EP," (n) x;

Chapter 3

Solution to Exercise 1. It gives an incentive to improve the record many times,
one centimetre at a time, but not to achieve the best possible performance.
Whoever offers this prize must be interested in Bubka appearing many times
on the winner’s podium rather than getting the best possible performance.

Solution to Exercise 2. If the principal demands low effort she will pay a con-
stant wage of w = 1/10 to the agent (this is true both under symmetric and
asymmetric information). The principal’s profitis U, = (1/4) 20 — 1/10 =
49/10. If the principal demands high effort, and if this effort is contractual, she
will offer a constant wage of w = 10/98. The principal’s profit in this case is Up
=(3/4) 20 — 10/98 = 14.988. When there is asymmetric information on effort,
the principal should offer a contract (wS, wF) that depends on success or fail-
ure. The contract should satisfy both the participation and incentive com-
patibility constraints when the effort exerted is high. It is easy to see that the
two constraints must bind. The system of two equations in two unknowns can
be rewritten as:

3 1 392 1 1 4

LI e 2o _2
w0 ™M T T
The solution is wS = 10/97 and wF= 10/101. The expected profit of the prin-

cipalis Up=3/4 [20-10/97] - 1/4 (10/101), which is greater than that obtained
with low effort.

Solution to Exercise 3. (a) The principal is risk-neutral and the agent is risk-
averse.
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(b) The optimal contracts are derived from (i) the principal accepts all the
risk, and (ii) the participation constraint binds. If e = 6, then wis such that w12
— 62 = 114, which is w= 22,500. In this case, Up= 50,000 — 22,500 = 27,500.1f e
= 4, then w= 16,900 and U, = 23,100. The symmetric information solution is:
e*= 6, w*=22,500. If the principal was not risk-neutral, then both participants
would share the risk inherent in the relationship.

(¢) The optimal contract if e= 4 is the same as before: w= 16,900, since given
a constant wage the agent will always choose the lowest effort level. In order to
achieve e = 6, the principal must offer a contract that is contingent on the
result. She will pay w (60) if the result is 60,000 and w (30) if the result is
30,000. The contract must simultaneously satisfy the participation and the in-
centive constraints:

W

[w(60)]12 + % [w(30)]V2-362114

§[w(60)1"2+§ [w(30)]12~ 362 % [w(30)}2 + % [w(60)]2 - 16.

Both restrictions will bind in the solution to the principal’s problem of ‘spend-
ing the least possible amount’. We have two equations in two unknowns that
lead to the solution w (60) = 28,900 and w (30) = 12,100. The principal’s ex-
pected utility is Up= 26,700. Under asymmetric information the principal also
chooses e = 6, since 26,700 > 23,100, but with an efficiency loss measured by
the reduction in the expected profits of the principal (the agent always obtains
his reservation utility).

Solution to Exercise 4. (a) The government is unable to verifiably determine
the exact amount of resources that the firm dedicates to R&D.

(b) This fixed subsidy does not give incentives. The firm will exert the same
investment effort as if there were no subsidy. Hence such a subsidy is useless
and a waste of public resources.

(¢) This policy does inspire greater investment in research activities.
Therefore it is useful since if the government wants the firm to invest more in
R&D, this is one way to achieve the goal.

(d) When the government can effectively control the firm’s spending on the
project (and only in this case!), subsidizing a part of the cost of R&D isa good
technological policy, since reducing the costs will incite the firm to carry out
more R&D.

Solution to Exercise 5. () Let g be the probability that an individual is alcohol
tested, and let f be the fine if he has drunk too much. The expected utility of an
individual who has chosen not to drink (e) is, if the test is perfect, u (eV), since
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he' will never be fined even though he is tested. If the individual chooses t ‘3
drink (eB), his expected utility is (1 — 9 u(e?) +qlu(eB) —v(f)] = u(es) —o i
v (f). We can safely assume that u (e8) > y ( eN), since otherwise no one woulg
ever flrlnk alcohol. Given the testing policy, in order for someone to prefer eN 1
Fo efit must be true that: u (eN) > u (B) — qv(f) © u(eB) - u(eN) < qv({p.0 1
in other words, the combination of testing and fines (the expect;d ‘punishr
ment’) must have greater expected value than the utility difference betwee ,
choosing to drink and choosing not to drink (the sure thing). "’

(b) Let P (eB) be the probability of accident for eB. The individual will decide
not tq drink if u (eB) — u (eN) < P (eB) v (f)- Therefore this method will only be
effective if P (e8) > q. Otherwise it would be necessary to set greater fines inythe
case of accident and alcohol than those that are needed in the case of alcoho]
testing. (Note that in order to compare the two policies, we must also compar. .
the control cost for both cases.) pare
. (c).The fact that there are injuries or not has nothing to do with the driver’s /J
¥n'tox1cation. Therefore it is never useful to distinguish between accidents with
injuries and those without. All that is important is the average fine. k

(d) Fining drivers that are not drunk and that have an accident only makes
not drinking less attractive, thus providing a motive to drink. !

(e) If the objective of the mechanisms proposed is to incite someone to tak

a given action, then only the informative part of any available signal should
taken into account.

Solution to Exercise 6. (a) Under symmetric information the agent receives 2
fixed pay-off, determined by the participation constraint. i) For ¢!, the wag
w= 25,600 and the principal’s profits are U, = 18,150.ii) For e2, w= 19,600 an
.UP =17,900. iii) For e3, w = 15,625 and Up = 15,625. Hence, under symmetrif:
information the principal chooses e. g

(b) If a moral hazard problem exists, then: (i) When the principal demands
the effort e!, she must use the pay-off mechanism contingent on the result
(w(25), w(50) ) that solves the following problem: o

. 1 3
Min —w(25)+— w(50)
w(25), w(50) 4 4
1 3
s.t. Z w(25)12 + Z w(50)12-40>120
lw(25)1/2+§w(50)1/2 40 > 1 1 '
4 4 - O_EW(25)1/2+EW(50)”2_20 3

1 3 3 1 4
4 W(25)1/2 + Z W(SO)”2 —-402> Z w(25)1/2 + Z W(SO)I/Z— 5.
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The solution is w (25) = 10,000 , w (50) = 32,400, and U, = 16,950.

(ii) If the principal wants the agent to exert effort ¢2, then the pay-off
mechanism is w (25) = 12,100, w (50) = 28,900, and U, = 17,000 (see Annexe).

(iii) The optimal contract to incite effort of €’ is the same as under symmet-
ric information, i.e. w (25) = w (50) = 15,625 and Up = 15,625. Under sym-
metric information the principal chooses effort level e2. The asymmetric
information not only results in lower profits for e (17,000 < 17,900), but also
the effort chosen is different (e < et).

Annexe: Here we shall rigorously solve the problem of case (ii). We will use
the following substitutions: s (25) = w(25)2and s (50) = w(50)12,

Max  —s(25)2—5(50)2
s (25),s (50)

s.t. s(25) + 5(50) =280, s(25)—s(50)< 80, and
s(50) —s(25) =2 60.

Denote by A, ,and & the multipliers of the three constraints. The first-order
conditions of the Lagrangean are written: — 2 s (25) + A+ 1 -8 =0 and
—~25(50) + A— L + & = 0, which implies that A = 5 (50) + 5 (25). The first con-
straint binds. Since the second and third constraints both cannot bind, one of
them will not bind, and so either p = 0, or 8 = 0. If 8 = 0 then, from the first-
order conditions of the Lagrangean and the expression for A, we have that
i = s (25) — s (50), which is impossible since s (50) — s (25) 2 60 2 0. Hence
W = 0, from which 8 = s (50) —s (25) > 0. This implies that the third restriction
binds. 5 (25) and s (50) are calculated from the system of equations formed by
the first and third restrictions written with strict equality.

Solution to Exercise 7. (a) Under symmetric information, Vw— e2 = 21.
Therefore, for e=0: w= 441 and Il (e=0) = 459; for e= 3: w=900 and I1 (e= 3)
=500. The principal will choose e= 3.

(b) The contract is the same as under symmetric information.

(¢) Min 0.2 w(0) + 0.4 w(1) + 0.4 w(2)
st. 0.2Vw(0) +0.4Vw (1) +0.4Vw(2) -9>21

0.2 Vw (0) + 0.4 Vw (1) + 0.4 Yw (2) =92 0.4 Vw (0) + 0.4 Vw (1)
+0.2Vw(2).

The solution is w (0) = 0, w (1) = 900 and w (2) = 2,025. IT (e = 3) = 230.
(d) The principal demands effort e=0.
(e) If the agent is risk-neutral, the optimal contract would be to sell him the

firm.
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Soluti(?n to Exercise 8. () Paying Fred all the profits from the case makes him

the r<?51dual claimant, and so he receives an expected payment of $4,000 the ‘

certainty equivalent of which is less than $4,000 if Fred is risk-averse. ’ !

. ( b) If Fred prefers $3,000 for sure, if his effort is verifiable and if the law firm

is risk-neutral, then it is Pareto-superior for the firm to pay him $3,000 for hi

work (the firm earns an expected $1,000). , *
(¢) From the point of view of incentives (a) is better than (b).

Solution to Exercise 9. (¢) Max
[w2, w1, €]

eB(x—w) +(1-¢) B(x,—w,)

st eu(wy)+(1-e)u(w)-v(e)2U.

From the first-order conditions: B' (x, — w,)/B' (x, - w) =u (w)/u' (w))
(b) The incentive compatibility constraint is: 1

e€ argmax éu (wy) + (1- &) u(w;) - v(é),
é

apd the corresponding first-order condition is u (wy) —u(w))—v' (e) =0
Since the agent’s utility function is concave in e, since v (¢) is convex, so thc;
first-order condition is necessary and sufficient for a maximum. Th’e first-
order approach is valid. The problem of the principal is:

Max eB(x,—wy)) +(1-e) B(x,—w,)
[w2, wy, €]

st. eu(w)+(1-e)u(w)-v(e)2U
u(wy))—u(w)-v'(e)=0.

From this problem we get:

=

B (x,— w,) ) A+

B (x,—w)) B

u (w,)
u (w)’

=

A—

[a—

—€

from W‘hl.Ch B (%= w))/B (x,—w;) > u (wy)/u/ (w,) if the multipliers are posit-
ive. This implies that the principal makes the agent carry more than the effici-
ent level of risk. That is, the moral hazard problem’s solution contract makes
'the agent more interested in the result than what is really optimal. Hence this
Is a generalization of what we have studied for a risk-neutral principal. Note
also that B (x, — wy) = B(x,— w,) =L V" (e). -

fS‘lolutlon to Exercise 10. In this case the optimal contract consists of asking the
rm for an amount p, X, whether the project is successful or not. Under this
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contract, the firm is interested in carrying out project (a), since this is the one
that gives greatest profits. A zero surplus is obtained, and so there is no credit
rationing. This result is reasonable since if we do not restrict the type of con-
tract and if both parties are risk-neutral, the efficient allocation is obtained.

Solution to Exercise 11. (a) The principal maximizes expected profits under
the participation and incentive compatibility constraints (we denote w;, =

w(x) )

1 1 1
Max —(xl—wl)+z(xz—wz)+5(x3_ws)
[Wl) W2) W3]

1 1 1
s.t. Zu(wl) +Z u (wy) +E u(wy))—v(e)2U

iu<w1>+;11-u<w2)+§u(wa)—v<eﬂ)ziu<w1>+§u(w2)

+ i u(wy) —v(el).

Using A and pu respectively for the multipliers of the restrictions, we get that A
=1/u' (w,) and A—pu = 1/4' (w,), from which w, > w,. However, p must be
strictly positive, and so w; > w,.

(b) The result x, is 100 per cent proof that the agent has exerted low effort. If
we impose a very harsh punishment (a fine) if x, occurs, then the worker will
always exert high effort. Therefore, we could pay wages equal to the symmetric
information wages for x, and x; (so that w, = w;) and use some large negative
number for w,.

Solution to Exercise 12. (@) Under symmetric information, the pay-off is con-
stant and is determined by the participation constraint: wl = wand wH = (Nw+
v)2. The owner demands the high effort if p (1, —7,) 2 Nw+v)2—w.

(b) With the same wage w the manager would spontaneously exert low
f/ffort. The optimal contract that achieves high effort is w, = wand w; = (v/p +

w2

(¢) The owner will demand effort e if m, — 7, = (v/p + Vw)? — w.

(d) Given these parameters, the conditions for the owner to prefer high
effort under symmetric and asymmetric information are, respectively, &, — T,
> 28 and T, — T, > 34. Therefore, in case (d1) the owner always prefers high
effort; in case (d2) high effort would only be preferred under symmetric
information; and in the situation of (d3) low effort is always preferred. The
asymmetric information not only affects the optimal contract, but also the

choice of effort.
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Solution to Exercise 13. (a) The risk derived from the examination system jg 5;
due to two factors. First, each student suffers individual risk, since even if he §
studies all the material, there is always one part that he learns better than others
(this is known as idiosyncratic noise). On the other hand, there is a risk that is
suffered in the same way by all the students: the exam may be in general easy or
more difficult, and it is often difficult for a professor to know the exact degree
of difficulty of the exam (this is known as common noise). The advantage of ap
exam format under which a specific passing grade is required to pass is that
only each particular student’s luck and the common noise are important, but
the luck of the other students does not influence each student’s grade. The
advantage of tournaments, in which half of the students pass, is that passing or
not does not depend on the amount of common noise, since the grade
achieved is unimportant, but only a student’s ranking is important. Therefore,
when there is a lot of common noise (thereisalot of uncertainty as to whether
the exam will be easy or difficult) the best system is that in which half of the
students pass. On the other hand, when there is a lot of idiosyncratic noise, it is
best that each student’s grade does not depend on the luck of the others, and so
the best system is that which has a set passing grade.
(b) Under a tournament system, no one is willing to help classmates, and sQ
this system does not motivate cooperation. :

(¢) Tournaments also provide an incentive to not let anyone copy you, and
so they have this positive aspect.

mation of the expected utility of an exponential function with constant ab-
solute risk-aversion, U (w, e)=—exp[-rw—v(e |, where r represents the
degree of absolute risk-aversion. If w is a normally distributed random vari-
able then the expected utility of the agent is

EU:—fexp [—rw~v(e)]f(w) dw=—exp [-E (w)+r QZW: -v(e)].

Taking a monotonic transformation, we obtain the utility function given for
this problem, which is equivalent to using the mean-variance criterion for
choice under uncertainty rather than the expected utility criterion.

() The utility of the agent given the system of incentives w (x) = A + B xis
givenby A+ Be—rB262/2 - v (). If the principal observes the agent’s effort,
she would propose the sure contract A > 0,B=0,suchthat A=U+v (e).

(b) The first-order condition that defines the effort incentives is B= 1’ (e)in 7
the non-verifiable case. The first-order condition with respect to effort of the
principal’s problem is: 1 — r 3’ (e) v" (e) 62— v' () = 0. Using the condition
V' (e) = B,we have B= 1/(1+ ry" (e) 62).
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Solution to Exercise 15. (@) Under symmetric information the agent r.ecei’ves a
constant wage: w (e;) = [U+ v;)». For each ¢; we can calculate the prlpapal S ex-
pected profits: U, (e;) = p; X~ [U + v;]". She chooses the effort that gives her the

reatest profits. . '
® (b) WS first calculate the least cost, i.e. the optimal pay-off mechanism that

allows the principal to get each effort level ¢;in a moral hazard situation. (i) If

the principal demands the lowest effort, e,, she offers the first best contract:

w,=w; = [U+ w]n. (ii) If she demands e,, the optimal contract must satisfy:
1=wi=1Y

P W+ (1=p) wi"=v,2U
pwm + (1=p) wi"—m2p W + (1-p) wi" -
P + (1-p,) wim— v, py W)™ + (1 - ps) w3~ v
P + (1=p)) Wi =2 py W' + (1= p,) wi"— vy,

From which the contract [ w,, w,] is:

v, =" 1" _ (a )Vz_Vl n
WZZ[Q+v2—p2 ] and wzz[_[_f+v2+ -p, P, 1, .

>~ P

B B )
(iii) Wy = |:[_]+ V3+(1‘P3) max{ PP, ’P3 -, }]

V3=V V3=% ] "
w3= |:Q+v3—p3max{—— — _tl-

Ps— P ’ Ps—P;

Vo=V Vy—V, V4=V, }]"

() W4:[Q+V"+(l_p“)max{p4—p1’p4—pz’p4—p3

Vi—V VY V4“V3} }"

" [LH_ V4—P4max{ Pa—D Pa—P " pa—Ds

(v) The profits associated with each effort level are:

Up(e) =p X—-[U+n]", Up(e) =p, X—p, W, —(1-p,) w),

Up(e3) = ps X—ps Wy~ (1 - p3)ws, Up(ey) = py X— py Wy— (1= p,) W,

The principal chooses the effort level that, under conditions of moral hazard,
guarantee her the greatest profit.
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Chapter 4

Solution to Exercise 1. (a) Type B, the one that suffers the greatest effort cost; . '
If his constraint was not binding and the principal lowered the wage, Bwould !
still participate, G would have less incentive to pass himself off as B, and the
principal would earn greater profits. '

(b) Type G. Since Bis not interested in passing himself off as G, there is ng
need to distort the contract offered to G in incentive terms. :

() Type G receives the informational income. Type B does not camouflage
himself since the cost of the effort demanded of G is greater for B, and so he
obtains less utility and does not earn informational income.

(d)! A dictator, whose main interest is to repress, contracts a prime minister,
The contracted person may be either of two possible types: either repression
has alow cost for him (he is ‘evil’) or it has a high cost (he is ‘kind’). If the dic-
tator knew the prime minister’s type, he would demand less repression from
the ‘kind’ minister than from the ‘evil’ one. When the two types cannot be dis-
tinguished, under the optimal asymmetric information contracts, the ‘evil*
minister will have less incentives to pass himself off as being ‘kind’, and so he
will repress less and will obtain greater utility (since repression also implies a
cost to an evil minister). In order to avoid one type disguising himself as the
other, the optimal contract for adverse selection is such that the ‘kind’ minister
must offer a degree of repression which is less than under symmetric informa-
tion, he will be paid less, the repression demanded from the ‘evil’ minister will
be the same as under symmetric information, and his wage will supply him
with an informational income. :

Solution to Exercise 2. (a) For B, w8 and e5, are the solution to:

Max k e—w, subject to the restriction w—2 2> 0,
[w, €]

from which e? = k/4 and w® = 2 €52 = k2/8. In the same way, given a good
worker, the optimal contract is e6= k/2 and w6 = ¢G2 = k2/4.

(b) The participation constraint for the most efficient agents and the incent-
ive compatibility constraint of the least efficient agent do not bind. Hence the
problem is:

Max qlkeS—wS] + (1-¢q) [keB—wB]
[WG, €G, wB, eB] -

s.t. wo—eG2 B4 eB2>() i

wB—2 eB2> (),

1 This example was proposed by Aleix Calveras during a course.
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(c) Denoting by A, p the multipliers of the problem, the derivatives of the
Lagrangean with respect to wG, w, G, and eB are, respectfully:

A=g>0
u=l-g+Aep=1>0
qk—2) e6=0 6= K2
(1-q)k+2AeB-4peB=0=eB=(1-q) k/(4-29)

and the first two equations imply that wB =2 €82 and wG= G2 + wB— ¢B2 = ¢G2
+ eB2. As expected, at the solution the participation constraint for G and the
incentive compatibility constraint for Bboth bind.

(d) The effort demanded of the most efficient worker is the same as under
symmetric information, while the type- Bworker will exert less effort. Also, the
type Breceives exactly his reservation utility, while the type G gets an informa-
tional income.

Solution to Exercise 3. (a) The mayor of Bilbao maximizes his utility (or, what
amounts to the same thing, minimizes his payments) under the constraints
that the sorcerer accepts the contract, but the fake does not. The only way in
which the mayor can separate the two types is by paying differently according
to whether it rains or not. Call wy the wage if it rains and wy the wage if there
is no rain. The problem is written as:

Max —0.2 wg—0.8 wy
[Wp Wil
st. 0.2Vwp+0.8Vwy 2U=10
0.02Vwy + 0,98 Vwy< U=1.

(b) Let A and W be the multipliers of the above constraints. We shall show
that they are both strictly positive. From the first-order conditions of the
Lagrangean we get:

—L=o and —4+—4L— o =
2\/wR 2\/wR 2\/wN 2\/wN

0,

~1+

which imply: i = (8/45) (Nwg—Vwy) and A =p +2 Vwg. This means that both
W and A are strictly positive, since if N wy were less than N wy, it would be im-
possible for the two constraints to be simultaneously satisfied. wg = 2,500 and
wy=0.

(¢) If a sorcerer is contracted, the contract implies an expected cost for the
local government of Bilbao of C(wg = 2,500 , wy = 0) = 500. If the mayor had
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been sure that the person with which he was dealing was a real sorcerer then he
would have paid him the fixed amount 100. The cost of the asymmetric infor |
mation is 400.

&

Solution to Exercise 4. (a) Under symmetric information the optimal con.
tracts are: e6= 1/2, wG=1/4, ¢B= 1/4,and wB = 1/8. The principal’s profits are.
IT = 3/16. When there is an adverse selection problem, the optimal contracts ;
are: ¢¢=1/2, wG=5/18, €8 = 1/6, and w8 = 1/18. In this case the principal’s |
profits are: IT = 1/6.

(b) e6=1/2, wG=1/4. The principal’s profits are: IT = 1/8.

(¢) The principal decides to contract the worker independently of his type
ifand onlyif 1/8 < 1/6, which is always true. e6=1/2, w6="5/18, eB= 1/6 y wh=

1/18. :

&
Solution to Exercise 5. (a) It is normal to demand more pages from the f; i
translator than from the slow one, since the cost per page is lower for the fast
translator. It is also optimal to pay each translator the minimum wage necess
sary so that he will accept the job, that is, $10 per page for the slow translator,
and $5 for the fast one.

(b) The fast translator gets a surplus of 250 if he accepts the contract de
signed for the slow translator. Hence he is interested in lying. The slow trans
lator is not interested in passing himself off as being fast.

(c) We know that the contract for the fast translator will be efficient, and so |
the number of pages demanded of him will be nf= 80. We also know that the .
slow translator’s contract will be distorted so that it is less attractive for the fa
translator. If we call #s the number of pages demanded of the slow one, 75 < 50
The wage of the slow translator will just cover his disutility of effort, i.e. ws= 1
1. Finally, the wage of the fast translator will be such that he is not interested ¢
in saying he is slow, wf= 5 nf+ ws— 5 ns, which guarantees him an excess of 5#.

(d) Under symmetric information, IT’ (n) = 10, ws* = 10 " and IT’ (nf*) =
5, wf"=5nf" SinceIT" < 0, the above contracts imply in particular that ns* < nf*
When the director cannot observe the translator’s type, the problem is:

Max q[H(nf)——wf]+(l~q) [I1 (n5) — we]
(wf, nf, ws, ns)

s.t. wi-5nf>0
w—10m20
wW-5nf>2ws—5ns

ws—10 ns2 wf-10 nf
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(as always, (A) and (i) imply that the first constraint holds). Thse Ijgm_;ﬁ'lrc}l:;r
N .1 _ — ' =5H'(ﬂs)=10— q/(1—q). .

conditionslead to: A=1,u=¢q,y=0,IT' (nf) =5, ( .

in particular, implies that nf= nf"and ns < n*". On top of this, the wages will .be

such that the participation constraint for the slow transl'fltor and the lnce.ntl;re

compatibility constraint for the fast translator both bind, (or, respectively,

A>0andp>0).

Solution to Exercise 6. (a) The optimal contract (8", wB") is characterized by:

g V()
u (wB*) —v(eB’)=U and IT' (e8") = o ()
and the contract (eG*, wG") is given by:
Vv ()

u(wG)—v(e6)=U and kI’ (e6") = ()
(b) In Figure E1 it is easy to see that eG*> 8", and that w<” > wB". The prlgipe}l
demands greater effort of G, since he is the more productive agent, and he El;
compensated for the greater disutility of effort by a greater wage. Figure X
shows another graphical representation of how th.e optimal contracts can be
calculated. In this figure are drawn the principal’s 1so-p_roﬁt curves that inter-
sect with the curves that mark out the points at which the agent gets his
ation utility. .

res(ecr)v If there is atr)ll asymmetric information problem jn wtuch gle 1%ent knovyﬁ
his type but the principal doesn’t, the contracts ( (e¢", wC"), (8", w ) Yare _st1
a good deal for the principal: since both contracts ensure that the agent receives
exactly U, the agent is indifferent between signing either of. the two contracts,
and we can safely assume that he will sign that contract designed for him.

v'(e)
kIl'(e)= —
u’(w)

u(wy-v(eg=U

Fig. E1
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€ ‘r IT (e) ~ w = constant
kI (e) — w= constant

u(w)y-v(e=U

Fig. E2 "
Solution to Exercise 7.
() Max  {[U(Q-T]+[T+S-cQ-F]-[(1+g S|}
(T.S,Q
st. T+S$S-cQ-F20
U(Q-T=o0.

FromwhichA=p=¢>0and U (Q)=c.

(b) The government will offer a contract menu {( 75, SG, Q6), (T8, SB, QB)}( :

such that:
Max {{q(US(Q6) - TC) + (1-¢q) (UB(QB) - TB)] + q (TG+ S6— c QG- F)
+(1-q) (TB+ $B-cQB-F)] - (1+g) [q S5+ (1-q) SB]}

s.t. Uc(QG)-T620
UB(QB)-TB>0 (A
US(QF) - T02 US(Q#) - To W
UB (Q8) - T8> UB(QF)— T W
TG+ S6—c QG- F20 (a)
T8+ SB—cQB-F20. ®

Together, (A) and (1) imply that the first participation constraint always holds.

(¢) The first-order conditions of the Lagrangean with respect to SSand S? &
are written: q - (1+gq+0a=0,and (1-g)-(1-¢q)(1+g) +P=0,from 3
which o >0and 8 > 0. The corresponding constraints bind, i.e. $6= ¢ QG+ F-

TGand SB= ¢ QB + F- TBand the problem can now be rewritten as:
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Max {(g (US(QS) - T%) + (1—q) (UB(QB) - TB)]
{(Ts, Qa), (T, Qs)}
—(1+g) [q(cQC+F-T%) + (1-q) (cQB+ F-TB)]}
s.t. UB(QQB)-TB>0 A)
UG(Q6) -T2 US(QB) - T8 {1y
UB (QB) - TB2 UB(Q6) - TC. ()

(d) From the first-order conditions of the above problem with respect
to (TS, T8, Q6, QB) and making use of the facts that A = g,and p=q g+, we
arrive at:

U (Q9)- U7 (Q9) _

U@ -e=—y— 1 g =
UC U
UP(Q)-c=(1+q9) (E?Bq))ﬂﬂ(f)QB) >O'

The logic showing that y= 0 is similar to that of application 3.1f y> 0, then the
two incentive compatibility constraints bind: UG (QG) — T¢= UG (Q¥B) — TBand
UB (QB) — TB= UB (QG) — TGC. This implies that U¢(Q6) — UB (Q6) = UC(QB) -
UB (QB). Since the function US(Q) — UB (Q) strictly increases in Q, or U¢' (Q)
> UB' (Q), the only way in which the equality can be satisfied is if Q= Q5.
Hence US' (QC) — ¢ > UB' (QB) — cis impossible since U¢' (QC) — ¢< 0, and
UB' (QB) — ¢ > 0. Therefore, y= 0. The optimal contract satisfies:

U° (Q%)-U% (@)
>0
(1-9)(1+g)

US (Q6)—c=0 and UF (QB)-c=qg

Solution to Exercise 8. (a) If he is safe, EU, (p, q) = 2/3 In (64 - p) + 1/3
In (1 + g—p). Hewill insure himselfif EU, (p, g) 22/31n (64) + 1/31n (1), that
is, if (64— p)3 (1 + g—p)13>16.If heis reckless, EU, (p, q) = 1/2In (64 - p) +
1/2In (1 + g- p) and he will insure himself if EU, (p,q) 2 1/31n (64) + 1/2
In (1), that is, if (64— p)¥2 (1 + g—p)122 8.

(b) If the insurance company does not establish a contract, IT = 0. If the
company insures, knowing that it is a safe driver, I, (p, 9) =p—1/3 g, and if the
company insures knowing that it is a reckless driver I, (p, q) = p—1/2 g. When
the company insures without knowing the driver’s type, expected profits are
EN =p-(1/3t+1/2(1-1) ) q.

(c) The symmetric information contract always has g = 63. Competition
between insurance companies implies that profits will be zero, and so the
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premium that a safe driver must pay is p, = 21, while a reckless driver’s
premium is p, = 63/2.

(d) Because both will announce themselves to be safe in order to pay p =21
instead of p = 63/2.

(e) g,= 63 and p, = 63/2. The equilibrium contract intended for safe drivers
(P» 9,), is determined by the zero profit condition and the condition that reck-’
less drivers must not be interested in this contract when (p,» q,) is available. In
other words, (p,, g,) must satisfy p=1/3 g,and 1/2In (64 —p_) + 1/2In (1 + 9,
—ps) 2In (64— (63/2)). The solution p; to this system of equations is given by
the positive root of the equation 8 p2— 508 p, + 3969 = 0 (p, is approximately
equal to 73/8), while ¢,= 3 p..

(f)* If t= 2/3, then the expected profits of a contract intended for both types
of driver are EIT=p - (7/18 ) . Consider a contract that completely insures
the drivers and that gives zero profits to so long as both types of driver accept,
ie.p=(7/18) q=49/2. A reckless driver prefers (p, q) to (p,, q,) since the cover- -
age is the same while the premium is less, 49/2 < 63/2. On the other hand, in '
order for a safe driver to also prefer (p, q) over (p,, 4,), the following equation
must be satisfied: In (64 -49/2) > 2/31n (64 -p,) + 1/3In (1 + g,— p,). From :
the equation that defines p, in () above, we have p,> 9, and so 64 — p, < 55
Since 79%/23 > (4225/4) 55, it will always be true that a safe driver prefers
(P> 9) to (py, q,). Since both types of driver strictly prefer the new contract, the -
menu {(p, q,), (p,» 4,)} cannot be an equilibrium. A firm could always offer a "
pooling contract (with full insurance and a premium slightly greater than
49/ il, that both types of driver are willing to pay) that will give strictly positive
profits. T

Solution to Exercise 9.

(a) Max
(eG, w6, eB, wB)

{q(05+ €6—nG) + (1~ q) (BB + B— wB)}

st.  we—v(£S)2U
wB—v(eB)2U )
WG— v (eG) 2 wB— v (eB+ 98- 66) (W
wB—v (eB) > wG— v (eG+ 0G-0B). ()

Equations (1) and (A) imply that the first constraint always holds.
(b) This is done using the first-order conditions with respect to wGand wB.
(c) When y > 0 then given the form of the multipliers of the first-order con-
ditions with respect to G and eB, and since v' (¢G+ 8G— 0B) — ' (¢6) > 0 and
v' (€B) — v/ (B + 88— B6) > 0, it must be true that v (¢6) > 1, while v/ (e8) < 1.
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This implies that €6 > €B. Also, since it > 0, if Y > 0 too, then equations (1) and
(y) would both bind. Then v (eG + 66— 08) — v (e€) = v (eB) — v (eB + 0B - 06G)
and, for the reason explained in the complementary material, it would be true
that eG+ 06— 0B = B, which is incompatible with G > e5.

(d) At the optimal contract, y = 0 and p > 0. Efficient effort is chosen if 6¢:
v (€6) = 1; inefficient effort is chosen if 08: v' (eB) < 1; the agent gets reserva-
tion utility if 68 (A > 0); and he gets informational rent if 6¢: wG— v (e€) = U+
[v(eB)—v(eB+0B-0C)].

Solution to Exercise 10. It is enough to check that the proposed contract
satisfies the incentive compatibility constraints (1) and (y) and the participa-
tion constraint (A) of the problem described in complementary material 2.
Also, since the efforts are efficient and the agent is risk-neutral, he gets an ex-
pected utility exactly equal to his reservation utility. The contract is optimal (it
satisfies (4.C1)—(4.C4) when the multipliers are A = 1, . = Y= 0). There is no
efficiency loss here because the agent being risk-neutral means that separating
the wages to incite him to take the adequate decision does not introduce
efficiency losses. Since acceptance is ex ante, the utility that is guaranteed to the
agent in expected value is the same as under symmetric information.

Solution to Exercise 11. The reasoning is illogical. The more reckless is the
driver, that is, the greater is the probability that he will have an accident, the less
he likes franchise contracts. This means that if someone prefers a franchise
contract, then it will be a rather safe client, and those clients with the greatest
probability of accident will never pay a franchise, preferring to be fully insured.
The argument here can be related to that established in application 1: in the
equilibrium, the bad risks are fully insured, while the good risks get only par-
tial coverage (they pay a franchise).

Solution to Exercise 12.

Max [ (k) - wk)) £ dk
{(e (), w (k))} K

st. u(w(k))=kv(e(k))2U

From the necessary first-order conditions we can deduce that IT' (e* (k))
=k v' (e* (k) )/u' (w (k) ). Hence under the hypothesis of risk-neutrality,
v (e* (k) ) =IT' (e* (k) )/k. This condition requires a type k agent’s marginal
cost of a unit of effort, k v' (e* (k) ), to be equal to his marginal revenue,
IT' (e* (k) ).

forall ke K.
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Solution to Exercise 13.
Max {o[p6-c(q9)] + (1-a) [pB—c(gB)]}
(45 pS, g5, p®)

s.t. qekG-pG2>0
P K-pP20 ()
qG kG—pGZ qB kG_pB (Ll)
q° kP~ pB 2 gk~ pG Q)

We get: ¢ (¢°) 2 kSand ¢’ (¢P) < k. Since, by assumption, we have k6> kBand |
¢" () > 0, it must be true that gG> gB. It is easy to see that (Y) binds. The op-
timal contract is characterized by: :

¢ (¢q6) =kG

A

pG= g6 kG~ gB (kB— KG),

o
¢ () =K— (k- k), PE=gB k.

3
Solution to Exercise 14. (a) This condition implies that the least cost agent alsg
has lower marginal costs. Geometrically, any indifference curve of agent 1 will
only cut an indifference curve of agent 2 once. It is a technical condition that
eases the analysis. The proof that ¢” > ¢ implies v, (¢")—v, (¢) > v, (") —v, (¢ ),
is immediate since, ;

e
v;i(e")—v; (€)= J V;(e) de.

(b) Max  q(x,—w; (%) )+ (1-q) (x,—w, (x,))
(wy, wy)

st. w;—-v;(e)=0 and ¢=x; fori=1,2.

The solution to this problem implies v'; (¢*,) = 1, for i = 1, 2, and w; = v;(e).
Consequently, e*, > ¢*, and we know nothing about the relationship between
the wages (see Figure E3).

(¢) 1 prefers the contract designed for 2, since under this contract he obtains
an informational income of w*, — v, (e*,).

(d) The principal should pay agent 1 the income that he would obtain by
hiding himself, that is, w*, + w*, - v, (¢*,) if he is to exert effort * - This strat-
egy is not optimal from the principal’s point of view. Agent 2’s contract is agent
I’s temptation, and reducing the effort demanded of the former can reduce the
informational income of the latter. Reducing the effort demanded implies a
second-order profit loss (since at e*, the derivative of the principal’s profit
function with respect to agent 2’s effort is zero). However, the reduction in
agent 1’s income is of first order.
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/
Marginal s
disutility NNE (0
of effort =wy 2
v'i(e)
1
AN » Production

Fig. E3

(e) The solution to the principal’s problem in which we should introduce
the self-selection restriction leads to the fact that only the participation con-
straint of type 2 and the incentive constraint of the type 1 bind (this is possible
thanks to the single-crossing condition). The solution is w, = v, (e;) + w, — v,
(e,) and w, = v, (&,). The effort levels are such that v/, (e;) = 1,and v, (¢,) = 1 +

(@(1-9)) (v, (&) -7 (&) ).

Solution to Exercise 15. (a) Max 2e—gt

(e, 1)

s.t. t—ce220

whose solution is e* (¢) = 1/gcand t* (¢) = l/g2 .
2

(b) Max | 2e(@-gt(9]de
fe(et(ag} 1

st. t{c)—ce(c)?20

t(c)—ce(c)22t()—ce(c)?

forall ce [1,2]
forall ¢,c' € [1,2]

The only important participation constraint is that corresponding to the least
efficient firm, and this constraint will bind, that is, # (2) = 2 e (2)2. As equation
(4.14) shows, the transfer that the government must make to the firm in order
that it implement a given decontamination policy {e ()} is:

2
10 =ce(c+ [ e(x) dx,
C

where the integral measures the informational income. The problem can be
rewritten as:
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2 2
Max 2e(d)— 2 2
] J; ( e(c)—gce(o) gJ; e(x) dx) dc

undgr the monotonicity condition de/dc < 0. We will ignore this restriction
and instead we will show that the solution satisfies it anyway.

2 2 2
(¢) Integrating by parts, we have: J J. e(x)2dxdc= j e(x)2dc
1 ¢ 1
from which the above problem is equivalent to:
2
Max I [2e(0)—g(2c-1)e(c)?] dc.
{e(o} 1

From the first order condition we get e (¢) = 1/g(2 c— 1) and the transfer is:
c + JZ 1 dx = C 1
£Q2c-1? ¢ £2x-1)? g2(26—1)2+2g2(2c—1)
_1

6¢g"

(d) In this case the government must solve the following problem:

t(c)=

&
Max J;[Ze(c)—g(Zc—l)e(c)Z]dc
{e(c)}
whose solution is:
1
(0 = d _ c | 1
ey M O G T 22 222 O0)

When the government subsidizes up to 0, social welfare is:
CO
2 c 1
B (CO) =I ( 3 - 5 - + I dc.
1 18Qc-1) g(2c-1)* 2gc-1) 2g(2°-1)

'CI‘Ohe derivative of the function B (c©) is negative, and so the optimum is at
=2.

Solution to Exercise 16. Contracts {(eG, wG), (B, wB)} constitutea self-selecting

menu of contracts. In this case, the asymmetry of information has no effect on
the contracts offered.
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e 4 I1(e)- w=0

Fig. E4

Chapter 5

Solution to Exercise 1. (a) The level of education does not influence the agent’s
productivity. Therefore, the optimal symmetric information education level is
zero.

(b) If he is type G, the worker will choose €© if 2 — e0/2 > 1, that is, if €0 < 2.
In the same way, if his productivity is kB, the worker will strictly prefer e= e%to
e=0ife0< 1.

(c)e0€ [1,2].

(d) If €0 € [1, 2], then the good-productivity workers are interested in
choosing this education level, given the wage structure offered, while the bad
quality workers prefer e = 0. Hence the firm’s beliefs are coherent with the
worker’s choices.

(¢) The argument follows exactly as that developed in the chapter.

Solution to Exercise 2. (a) A monopoly with marginal costs of ¢ produces
g = (18 - ¢)/2 and gets profits of IT = (18 - ¢)?/4, hence qim=9,qfm=6,
[1¢m =81 and I8 =36. On the other hand, a duopoly firm with marginal cost
cand with a rival whose marginal cost is ¢ will decide to produce g= (18 -2 ¢
+ ¢)/3 and will obtain profits (without taking into account the potential fixed
cost) of 1= (18 -2 ¢+ ¢')2/9. Hence 6@ =7, ¢B4=3, q54= 4, 454= 6, I164= 49,
I184= 9, [1$4 = 16 and I124 = 36. The entrant covers the fixed entry costs of 20
only when the costs of firm 1 are high (when it is type B). Hence it will only
enter if this is the case.

(b) In a separating equilibrium in which the decisions of each type of firm
are g¢m and ¢ P, if the firm is type B and produces the quantity g™, then its
profits are [18m + T184 = 45, while if it produces g™ then its profits are (189
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—6) 9 + 36 = 63. Hence the decisions (4™, g8) do not form a separating equi-
librium, as both types prefer qgGm.

(0 (gS=12, 9§ = 6) does form a separating equilibrium since each type of
firm earns greater profits with the decision that corresponds to its own type. In
order that neither type of firm be interested in taking any production decision
different from these two, we could postulate that the beliefs of firm 2 are such
that, observing a decision that is neither 6 nor 11, then the other firm is type B
with probability 1, and so it will enter in the second period whatever the deci-
sion.

(d) No.If firm 2 observes g, = 9, it assigns a probability of 1/2 to the fact that
firm 1is of either type. Profits from entering are (1/2) 16 + (1/2) 36 = 26 > 20,
and so it will enter. However, knowing that firm 2 will enter if first period

production is 9, a type-B firm 1 would prefer to produce its optimal level of .

g, =6.

() Yes, because firm 2 will decide not to enter if g, = 9 is observed, since its
expected profits are (9/10) 16 + (1/10) 36 = 18 < 20, and a type-B firm 1 would
prefer to produce 9 in the first period and then be a monopolist in the second;
to producing 6 in the first period and then having firm 2 enter.

Solution to Exercise 3. Advertising can be a signal of the quality of a consumer
product that is bought repeatedly, in the same way as a low initial price can sig-
nal quality (application 1). The greater is the quality of Lemonade, the greater
will be its profits once it has got the potential customers to try the drink. Call
I16G (T1B) the present value of the profits obtained if the quality is good (bad),
with TG >I18, Assume that the consumers are not interested in trying the drink
unless they think that it is of good quality, and they observe advertising spend-
ing to the amount of G = I'18. What will they think? Of course that the quality
is good, since Lemonade would never spend G in order to obtain profits of T15.
Therefore, (apparently useless) advertising spending can signal in this case the
product’s quality. Note that since the cost of the signal is the same for both
types of drink, in order for this to work as a signal, we require that one type
earns more than the other after having sent it. Therefore, the above logic is
valid for products that are consumed regularly, but is not valid for products
that are consumed only once.

Solution to Exercise 4. (a) The woman who was not the mother should not
have said that she agreed to cut the child in half. She gained nothing with half
of the child, and she clearly signaled that she was the false mother.

(b) Because all the women who go to court would declare that they would
rather the other have the child instead of having it cut in two. No one has an in-
centive to declare otherwise.
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Solution to Exercise 5. (a) T(q) = a+ bgrepresents the retailer’s cost. If he de-
cides to produce, the optimal production decision willbe: g = (D~ b)/2,p= (D
+b)2,l1=(D-b)2/4—a.

D-b
(b) Max {a+(b-0) }
(a,b)
2
s.t ———(D;b) -a20.

The solution is b= cand a= (D - c)/4.

(¢) The optimal symmetric information contracts are: G = ¢, a6 = (DC—¢)?/
4, bB* = cand aB" = (DB — ¢)?/4. Since b?" = bG" and a¥* < aG*, the manufacturer
is interested in making the retailer believe that demand is high, whether this is
true or not.

(d) Offer a contract that would never be offered if demand were low.

(e) The incentive constraints are written:

G_ 1,G DG _
>agB+ (bB—-¢)

a6+ (b6 -¢)
- be
2

If we add these two equations together and then simplify, we get (b¢ - bB) (DS
— DB) > 0. Since DG — DB > 0, it must be true that bG — b5 > 0. On top of this, in
order that the contract (aG, b6) is not always preferred to (a5, bB), it must be
that aG < a8, The variable pay-off must be greater when demand is high, in ex-
change for a lower fixed pay-off. o

(f) The intuition is the same as that set out in result 5.6 or in appllcat}on 20of
this chapter. First, in a separating equilibrium the retailer believes that if he re-
ceives an offer of (B, bB), it is because the demand is bad. Secondly, any other
contract that the retailer accepts believing that the demand is low gives the
manufacturer profits lower than those associated with (a5, b5"), since th'is is
his best contract. Finally, the retailer accepts (4", b3") independent of his b?llefs.

(g)* The method is similar to the analysis of result 5.6 or of application 3.
The contract (aG, b6) is the solution to the problem:

aB+ (bB—¢) 2 a6+ (bG-0)

D°—b
Max {a+ (b-¢) 5 }
(a,b)
G 1)\2
s.t. M—aZO
4
_ DP-b
aB* + (bB' - ¢) 2a+(b—c)'T-
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In order to see this, we must show that the Lagrange multipliers of both con-
straints are strictly positive (and hence the solution must satisfy the con-
straints with strict equality). If only the first constraint were active, the
contract would be (aC, bS) = (a¢", bG"), which we already know does not satisfy
the second constraint, and so is not possible. If only the second constraint were
active, it is easy to see that it would be optimal to pay a unitary amount b, as
high as was needed, which also cannot solve the problem. Hence both con-
straints must bind at the optimal contract.

Since the contract (aS, bG) solves the above problem, we know: (i) the manu-
facturer prefers (a8, bB") to (aC, bC) if demand is low; (ii) the manufacturer
prefers (aC, bC) to (a8", b8") if demand is high ((aB", bB*) satisfies the constraints
of the above problem, and so the optimum must be better, or at least it is never
worse); (iii) a retailer accepts (a8, b8*) if demand is low; and (iv) a retailer
accepts (aC, bC) if demand is high. Hence {(aG, bG), (aB*, bB")} is a separating
equilibrium.

Any pair of contracts that satisfy the above conditions (i)—(iv) is a separat-
ing equilibrium. However, only (a6, b%), that maximizes the profits of a manu-
facturer who knows that demand is high, satisfies the intuitive criterion. When
will this manufacturer offer another contract that guarantees him lower
profits? Only when the retailer is not willing to accept the first contract. But
this only happens when the retailer is not sure that the person offering the con-
tract really knows that demand is high. Such beliefs do not satisfy the intuitive
criterion since the manufacturer is only interested in offering the contract
when demand really is high.

Solution to Exercise 6. In order to hold the Olympic Games, interested cities
need heavy political and economic backing, both from their own local institu-
tions and from the national government and citizens etc. All potential host
cities announce that they have this backing when they present their candida-
ture. A clear signal that this is true is precisely the investment of resources
before being elected as host city, spending that would be useless, or at least
inefficient, should the city not be chosen, since this is direct proof that the re-
quired backing has been found even before being chosen to host the games.
Therefore, investing before being nominated as official host increases the
probability that a given city is finally chosen (there are other political and
sporting factors that influence the decision of the International Olympic
Committee, and so we can only speak of ‘the probability of being chosen’).

Solution to Exercise 7. (a) After floating the new shares, the value of the firm is
280. In order that the new shareholders recover exactly the value of their
investment, they must own 5/14 of the firm. The value of the shares of the old
shareholders goes from 160 to 180.
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(b) BB = 1/2. BB > BG since the relative value of 100 is greater if the firm is
worth B than if it is worth G. The value of the shares of the old shareholders
is 100.

() [1-(1/2)] 280 = 140.

(d) Independently of whether the firm is worth 160 or 80, the managers are
interested in offering the smallest possible fraction, that is BG. The potential
investors, given the uncertainty, have no interest in investing.

(e) In order to see that it is an equilibrium, we must make clear what are the
beliefs of the potential new shareholders when a given fraction, 8, of the shares
of the company are offered in the market in exchange for an investment of 100.
Assume that the investors believed that if the company decided to invest then
it is worth only 80. These beliefs are Bayesian, since in the equilibrium only
type-B firms invest. Under these beliefs, the potential new shareholders only
invest in the firm if the fraction of shares that is obtained is at least B5. Given
this behaviour, the best strategy of a type-B firm is to invest in exchange for a
fraction BB of the shares. On the other hand, a firm that is worth 160 will prefer
not to invest, since its worth after the investment will be 140, less than its cur-
rent value. We should point out that the firm cannot offer a fraction B¢ in ex-
change for the investment, since the investors will believe that it is a firm that is
only worth 80, and so will not invest. (Besides, we cannot rule these beliefs out
using the intuitive criterion, since the both the low-valued firms and the high-
valued ones are interested in offering a fraction G in exchange for the invest-
ment.)

Solution to Exercise 8. (a) The optimal contract fully insures the buyer: g= b,
— b,, and the price demanded of the consumer is the highest that he is willing
to pay: p= b, — u1 (u(0) ).

(b) Since the optimal symmetric information contract does not depend on
g it will continue to be optimal under asymmetric information. No signal
needs to be sent.

Solution to Exercise 9. (a) The optimal contract never includes a guarantee,
g= 0. The price that the buyer is willing to pay for the product depends on his
valuation: pG = b, — q6 (b, — b,) and pB= b, — g8 (b, - b,).

(b) They are not adequate since both types of seller want to set a price of
pG. But the buyer is only willing to pay p€ if he is sure to get a good quality
product.

(¢) A guarantee g > 0 could be offered, since this guarantee is more costly to
the seller of a product when the probability of breakage is high.

(d) The expected utility of a seller with breakage probability g is:

EU(p,g9)=qB(p-g +(1-q) B(p).
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Differentiating, we get that in order for EU to remain constant:
[9B (p—g)+(1-q) B (p)] dp—q B (p-g) dg=0,
that is,
9B (p-g)

4B (p-g)+(1-q) B (p)
_ 1

L) B’ (p)

9 B(p-g

d
b IE U= constant =
dg

Since g6 < ¢B, it is easy to show that

dp L dp

dg 'EUP=constant dg 'EUS= constant
from which a seller of low quality should increase his price more than a seller
of high quality in order to compensate a greater guarantee. Hence we find a
separating equilibrium in that the seller with breakage probability g sells
using his efficient contract: g8 =0 and p8 = b, — ¢ (b, - b,) (this is a charac-
teristic of separating equilibria: the type of principal which no one is interested
in passing himself of as, offers the same contract as under symmetric informa-
tion). On the other hand, the contract offered by the seller with breakage prob-
ability ¢ includes g6 > 0. He will set the highest price such that the other type
of seller is not interested in changing his own contract (that is, that it is an
effective signal of a good-quality product) and that the buyer is interested in
accepting (knowing that he is receiving good quality).

Solution to Exercise 10.

1 1
ed B*=constant ul=y
B¥=constant
Ui=y
U*=u
- W

Fig. E5
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We argue that the contract (w; e) cannot cons'titute a pooling equlllbrllzrfr;rslfietc-l
isfying the intuitive criterion. The contracts in the shadow area ar;: prri erres
by a type-1 principal to (w, e), while they give 1ess Prf)ﬁts’to a typfe— nf)a ; 12 —1.
Any contract in the shadow region can only ln'tultl.vely come ;(})1 syfde-
principal. Therefore, if the agent sees a contract m’thls area .(1.e., if he see .
viation from the pooling equilibrium), he ‘must (a.ccc')rdmg_ to'the .1nt1f11 ive
criterion) assign probability 1 to the fact that the deviating prlr'1c1.pal iso ty}ll).e
1. But under this belief he is ready to accept the cgntract,. as it lies aPove; his
U-indifference curve. Hence (w, €) is not an equilibrium satisfying the intuitive
criterion since there is a profitable deviation to it.
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Exercise for Chapter 1

ADDITIONAL EXERCISES

Exercise 1. Classify the situations presented in the following table as moral
hazard (with hidden action), moral hazard (with hidden information), adverse
selection, or a signalling problem. If you consider that some of the situations
can be classified under more than one category argue why.

Principal Agent Situation
1. insurance company policy holder health precautions
2. shareholders managers investment decisions
3. insurance company policy holder care to avoid accidents
4. society criminal refraining from crime
5. bank firm firm project risk
6. landlord tenant farming effort
7. government regulated firm efficiency of the firm
8. central bank bank safety of loans
9. government public project cost of the project
10. seller buyer quality / warranty
11. employer worker skill / education
12. investor stock-issuer stock value / percentage
retained
13. auctioneer potential buyers value of the item
14. tax authority taxpayer true income
15. insurance company policy holder health status
16. licensor licensee quality of the technology
17. individual contractor cost and quality of a house

Exercises for Chapter 3

Exercise 1. Comment on the incentive content of the wage systems of exec-
utives in the following figure ( The Economist, 16 November 1996), where the
fixed payment is the base wage they receive and the variable compensation,
which includes bonus payments and shares in the company, is related with the

management performance (at least in theory).
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Exercise 2. Consider the moral hazard model in which effort can only take two
levels (High or Low) and with a finite number of states of the world where the
agent is a tenant and the principal a landlord. Assume the landlord observes
two signals: (1) the outcome x;, and (2) another variable, the weather, that can
take two values, good weather (G) and bad weather (B). Let p/*© represent the
probability that outcome x; occurs if the tenant chooses the High level of effort
and the weather is good and define p/*%, p/-¢ and p!-8 similarly. Under what
condition on the probabilities p/" (for m= H, L and n= G, B) does the land-
lord use the weather in the contract, that is, under what condition is w; ; dif-
ferent from w; g?

Exercise 3. Many insurance contracts include a deductible clause, under which
the client must pay the first part of any claim up to a pre-established deduct-
ible, and the insurance company only pays claims in excess of the deductible. A
similar clause, often used in health policies, is a co-insurance clause such that
the insurer only pays a fraction of the loss.

(a) Discuss the economic function of these types of clauses.

(b) It has been argued that deductible clauses can lead the insured firms to
withhold information about defective products. Take the example of a car
manufacturer that discovers that its cars have a defective part that will cause
very bad accidents to a fraction of them. The car manufacturer can repair the
cars at a cost that is below its deductible, so the car manufacturer will fully pay
this cost should the cars be repaired. It can also not repair the cars and face
some big payments in law suits, but the insurer will pay everything except the
deductible. The fact that the car manufacturer has deductible insurance cover-
age can make it more prone to choose the second option. Do you agree with the
argument? Do you think that replacing deductibles by co-payments can help to
cope with this problem?
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Exercise 4. Consider the two-effort-level moral hazard model with n states of
the world. The probability that each state occurs is strictly positive for the two
possible effort levels: pH, > 0 and pt;>0fori=1,..., n. Assume an infinitely
risk averse agent, thatis, U(x,, ..., x,) =Min,_, . {x;}.Canthe principal induce
the highest effort? Why? Interpret.

Exercise 5. Comment upon the depicted incentive system designed to avoid
over-parking (called ‘the automatic Court of Law for parking infringements’).

Exercise 6. Discuss the following situations with care:

() In Japan, doctors not only prescribe pharmaceuticals but they also sell
them to their patients, thereby obtaining an important part of their income.
Comment on the advantages and disadvantages of this arrangement.

(b) A medical centre is searching for measures that will reduce the waiting
list for surgical operations. Currently the situation is the following: the doctors
only work in the mornings and they operate strictly according to the waiting
list. In return, they earn a constant wage. A proposal to reduce the waiting list
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hasbeen initialized, and involves adding the following possibility to the normal
morning session. Those doctors that so desire may also operate in the after-
noons, and they may choose the patients they operate on. The doctors are paid
a fixed amount for each operation performed in the afternoons. Comment on
the advantages and disadvantages of this incentive system. Will it reduce the
waiting list?

Exercise 7. One of the most popular ways to pay firm managers is through
stock options. A stock option consists in the manager having the right to buy,
at some future date, a certain amount of stock of the society at a price that is
determined at the moment at which the option is granted.

Discuss the possible advantages and disadvantages of this payment system.

Exercise 8. An efficient subsidy policy must try to avoid fraud. Indeed, some-
times the design of the policy gives some people incentives to obtain more
money through illegal (but difficult to monitor) practices. That is, some subsidy
policies create a severe moral hazard problem. Consider, for example, the
policy used by the European Commission to subsidize the production of olives
in Europe. There are two ways to obtain subsidies. First, small farmers can ask
for a fixed subsidy that only depends on the number of trees and an estimated
average production in the region, but it does not depend on the final produc-
tion. Second, for bigger farmers, there is a policy that subsidizes real production
by paying a certain amount for each kilo of olives really produced. This policy
gave rise to fraud by the farmers. Can you see why? Do you have ideas for
solving this problem?

Exercise 9. In modern universities, professors are often given monetary in-
centives to produce research. A study of US professors’ earnings found that, in
the physical sciences, the first article a professor publishes typically increases
salary by 6.0%. Thereafter, the increases accrue more slowly: the fifth article
results on average in 1.3% more pay and the fiftieth in 0.5%.

(a) Discuss the role of monetary incentives in the research made by the pro-
fessors.

(b) Discuss the reasons that you think can induce the payment scheme to
give bonuses that decrease with the number of published articles.

Exercise 10. R.Crusoe and Friday live on an island and share the tasks in order
to exploit the advantages of specialization. R. Crusoe is in charge of fishing and
Friday of collecting coconuts.

(a) If instead of each consuming his own production, they share all produc-
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tion equally, will the total fishing and coconut collection increase or decrease?
(or on what variables will the answer depend?)

(b) Find a model that represents the situation and that allows you to illustrate
that in some cases (and paradoxically), it can be optimal from an efficiency
point of view not to exploit the advantages of specialization.

Exercise 11. Corruption in government is a common problem in many coun-
tries. It is a serious problem because corruption can deter investment and retard
growth. According to some studies, it appears that there is less corruption in
countries where public servants are paid relatively well compared with other
workers. Do you have some explanation for this finding?

Exercises for Chapter 4

Exercise 1. A company offers the only flight service between two cities. The
cost per passenger is 400. Assume that the airline’s potential clients can be
divided into two groups: executives who travel for business reasons, and
tourists who travel for vacations. For this particular service, if the meeting that
an executive wants to attend takes place, then he is willing to pay a price of
1,000. On the other hand, tourists are willing to pay 600 for the same trip.

(a) What price will the airline charge if it can perfectly observe whether an
individual is an executive or a tourist? What are the profits of the airline in this
case?

Now assume that the airline cannot distinguish between tourists and exec-
utives.

(b) What price (or prices) will the company charge for a ticket? What are the
profits of the airline now?

Assume that tourists are perfectly informed as to when they have their
vacations, and the probability that they must cancel their trip is zero. On the
other hand, executives believe that there is a 50% chance that their meeting will
be cancelled or will be changed to another date. Assume now that the company
can fix not only the price of the ticket but also the refund conditions when a
ticket is cancelled.

(¢c) What contracts (or tickets) will the airline offer? Discuss.

Exercise 2. Jon Moynihan (The Economist, 28 August 1998), the executive
chairman of PA Consulting, a management and technology consultancy firm
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based in Britain, cited the result of a survey that PA conducted of 400 large
British firms that claimed that the firms that did worst were those that relied
less on variable pay (that is, pay related to performance) and more on high
fixed salaries. According to Moynihan, the main reason is that fixed salaries
attract ‘mediocrity disguised as talent’. In other words, more money attracts the
best people only if it depends on performance.

Do you agree with the argument? Discuss it.

Exercise 3. Everybody likes red Corvettes (testimony to this is the famous song
by Prince ‘My Little Red Corvette’). Assume that there exist two types of po-
tential Corvette purchasers. On one hand, ‘snobs’ are willing to pay 25,000 for
a red Corvette but only 20,000 for a Corvette of another colour. On the other
hand, ‘less snobbish’ purchasers are willing to pay 22,000 for a red Corvette and
20,000 if it is any other colour. The percentage of ‘snob’ purchasers is ¢, so that
(1 — )% of purchasers are ‘less snobbish’ The production cost of a Corvette is
independent of its colour. Why are Corvettes of all colours seen on the streets?
What parameters does your answer depend on?

Exercise 4. Genesis, the insurance company of the Bank of Santander and
Metropolitan Life, uses a comic strip as an advertisement. In the strip, Charlie
Brown asks Snoopy: ‘Why is it that Genesis only accepts good drivers?’ To
which Snoopy answers: ‘So that you don’t pay for those who are not.” The
advertisement is explicitly aimed at ‘good’ drivers, defined as being less than 30
years old, having at least ten years of driving experience (with a licence), and
currently having a no-claims bonus.

Comment on this strategy and on the dialogue in the comic.

Exercise 5. The Spanish Consumers’ Organization OCU has carried out some
experiments to check the behaviour of repair technicians. The experiment that
we describe here was published in OCU-Compra Maestra in October 1997.
They went to 55 different technicians, some official and others not official, in
several cities, in order for them to repair a video that had been damaged by a
specialized laboratory and then they checked the repair work. The video was
damaged in a very simple way; it was a mechanical rather than an electronic
fault, that was simple to detect and that could be easily corrected. Specifically,
the belt that moves the video tape was broken. All parts of the video were
marked with a paint that was only visible under a special light in order to check
if they had really been replaced or not. The only part that required replacing
was the damaged belt. The amount of time required for the repair was estim-
ated at 45 minutes.
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The number of hours that were charged ranged from 45 minutes to two-
and-a-half hours. As far as the replacement parts were concerned:

25 technicians did not return any old parts (almost all of them had ‘thrown
the old parts out’), in spite of the fact that some technicians charged for the
replacement of (non-existent) parts.

15 technicians returned the damaged belt (and of these, 3 charged for other
parts that they had replaced but had ‘thrown away’)

12 technicians returned, and charged for, parts that they said they had
changed (when they had not), apart from the belt.

3 technicians said that they had not replaced any parts.

Of the parts that were returned (except for the belts), none were from the same
model of video that was used for the experiment, and in some cases they were
not even from a video. The average price charged for parts that were said to
have been replaced but were not by the 28 technicians who did this was 4,195
pesetas, higher even than the cost of repairing the video.

Comment on this experiment.

Exercise 6. The relationship between the tax enforcement agency and tax-
payers can be understood as an adverse selection problem. Each taxpayer holds
private information concerning his true income over a given period, and the
tax authority only observes the declaration, unless the taxpayer is audited.
Some models that study the optimal audit policy conclude that low-income
declarations should be more frequently audited than high-income declar-
ations. This type of policy is often criticized as being a strategy that punishes,
above all, low-income taxpayers. Discuss the rationality of this audit strategy.

Exercise 7. In short, the ‘Peter principle’ states that a worker should be
promoted to the level at which his inefficiency is maximized. Can you find an
argument that rationalizes this principle? (It may be necessary to bear in mind
different elements of asymmetric information.)

Exercise8. ‘Cost-overrun contracts’are the most frequently used contracts for
the realization of public works in many countries or for the development of
specific projects, like NASA programs (if you have curiosity about the types of
contract used by NASA, you can have a look at www.hq.nasa.gov/office/
procurement). Under a cost-overrun contract, the government first pays a
fixed price and then covers any cost overruns (i.e. the extra-contractual costs).
Two different types of contracts are ‘fixed-priced contracts) that involve only a
fixed payment independent of the final cost, and ‘cost-sharing contracts; which
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are an intermediate form since the government only pays a fraction of the cost
overruns.

Discuss the advantages and disadvantages of the different contract forms.
Think about the different informational problems that can arise in the re-
lationship between the government and the contract and the type of contract
that is better suited to deal with each problem.

Exercises for Chapter 5

Exercise 1. During a particular campaign, some German travel agencies
offered ‘sun insurance’ on trips to the ‘Costa Blanca’ in Spain. These policies
promised that a set percentage, x, of the amount paid would be returned if it
rained more than y litres per square metre during the trip. Discuss the interest
of this type of strategy, and why they are used for this type of trip only (what is
the traveller searching for in these cases?) rather than for other trips (for
example, to Scotland).

Exercise 2. In France, students must choose two foreign languages. The ma-
jority choose to study English as the first of the two. The choice of the second
language is more varied, with the greatest demand being for German and
Spanish. Although German is more difficult for a native French speaker to
learn than is another Latin-based language, and in spite of the greater utility of
Spanish as a means of communication, the best students choose German.

Can you think of a reason to explain this behaviour? Can you think of
examples of other subjects that produce a similar phenomenon in your
country?

Exercise 3. Discuss the following situation. An individual who wants to
purchase a car goes to the outlet of the brand XX. The car salesman gives him
information on the characteristics and performance features of several
models. The potential buyer inquires about the average quality of the cars of
brand XX, and he is told that the cars are all made of top quality materials. In
fact, the brand only offers a guarantee on parts of one year, since, contrary to
other brands, there is no need to guarantee the parts for any longer as they
never break down.

Exercise 4. Discuss the following quotation: ‘T have yet to find a swindler with
aragged coat. You only need to read the police reports to note that nineteen out
of twenty cases begin with “Elegantly dressed youth .. .” .. (Handbook of
Swindling, cited in Paul Keers (1989), The Wardrobe of the Perfect Gentleman).
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Exercise 5. In an advertisement for GEVALIA coffee that appeared in some
magazines in the USA, you can read: ‘You will try this coffee because of the
coffee maker that you will be given, but you will continue to purchase it because
of the coffee” The company in question sends a coffee maker (automatic for ten
cups of coffee, with a choice of colour) free of charge to whoever wants to try
GEVALIA coffee by purchasing two packets of 250 g. Comment.

Exercise 6. Bill Gates, president of Microsoft, says that he prefers to hire people
who have made mistakes at some point of time: ‘People who make mistakes are
people who take risks, and these are the people who push firms forward.

(a) Comment.

(b) Relate this to the problem of moral hazard. In particular, discuss whether
the payment that must be offered to an agent to give him the correct incentives
must always be increasing in accordance with the result obtained or not.

Exercise 7. Comment on the following episode:

In the Chronicle of the Conquest of Granada, Washington Irving described the
following episode that took place during the long Christian siege of Baza, an
important castle in Andalucia, Spain. At some point, Mohamed ben Hacén
continued to give encouragement to his colleagues with the hope that the
Christian army would soon abandon the siege. However, one day he heard
shouts of jubilation from the Christian camp. When the soldiers came closer,
they noticed a magnificently garbed royal dame, who they soon discovered to
be Queen Isabel, the powerful queen of the Christian kingdom of Castilla and
Leén. When old Mohamed was convinced that indeed it was Queen Isabel in
person, who had come to the camp to establish her residence there, his heart
did not fool him, and turning his head sadly to his captains he said, ‘Sirs, the
destiny of Baza has been decided!’.

Exercise 8. Managers act as devoted advocates of their companies. They try to
convince the financial markets that their company is a good buy by providing
information (typically, backward-looking financial measures) that reflect the
‘good health’ of the company. On the other hand, investors would also want
managers to be specific about their firms’ future prospects and obtain some
non-financial information to help them complete the picture. However,
managers are reluctant to disclose detailed information about future projects
or strategy both because this information can help competitors and because
making their goals public exposes the managers to more scrutiny.

Discuss the previous situation as a signalling situation and try to obtain
conclusions about the level of disclosure of information by firms.
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